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Abstract 

In this paper you get the next stage of AI development. 

As the inventor and creator of the SIMPLE system, which you refer to as deep reinforcement 
learning and coded by DeepMind UK, I expand out my system to show you where the system 
comes in when creating a real AI, a life-form. 

I present a detailed roadmap for AI and discuss more of what needs to be done to create an AI. 

In theory by the time you finish this paper, added to my others, you will be able to create a real-
AI, a thinking life-form. 
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1. Introduction 
 
I perceive our brain as two interworking systems, let’s call them the background processes and 
foreground processes. 
 
The foreground processes are what you perceive that you see, think and do.  
 
The background processes are injecting into your foreground all sorts of information, the background 
processes I have referred to as another separate you in a previous paper, in essence there are two of 
you, one that you are aware of and the other that makes you conceive of your self-awareness.  
 
First consider the word ‘self-aware’. it is just a word meaning that you sense you are in control of your 
actions and that you are a single entity as in a single piece of complex code. 
 
I can easily prove that the term self-awareness is more nuanced than that, since I can prove an 
algorithm can get stuck in a loop or a subroutine. When is the last time you have seen a human just 
stuck in a loop, say people just standing there devoid of interaction. A human is probably only going 
to be in this state due to damage or incapacitation, so thinking of us as a single complex “algorithm” 
is not true, except in the broadest of meanings in that we are encapsulated in the same body. 
 
So, by proof of contradiction, you must have additional controls that prevent you from getting stuck in 
a loop or subroutine. This control must be outside of the routines for it to be effective and then reduce 
the chance of both separate routines being a loop at the same time. 
 
You then see that all drugged out people have a compromised consciousness and self-awareness. 
 
So, self-awareness is a state of being, a state of not being just you, a state of mind with at least two 
distinct parts coming together to achieve what you want this phrase mean. People want this phrase 
to mean, the proverbial I, I am self-aware, when in fact a more precise understanding would be there 
are critically important self-correcting separated parts of me that come together to present the 
façade of the self-awareness. So, when you dig deeper there is more to “I”. 
I am hesitant to put down, we are self-aware, as a correction to the phrasing, simply because it does 
not accurately explain that each part cannot “survive” on its own, both require each other, it will also 
confuse everyone.  So, if you wish for a little confusion, we think therefore we are. 
 
You can consider yourself as two computationally “separate” systems working in unison. 
 
The problem I now get is explaining this, if you can you see it, is that language is sequential, meaning I 
can never write down how the brain works, unless I do so as separate units and then say these 
communicate with each other at the same time. It is just a failing of language, perhaps, or our forms, 
that we cannot read/write in parallel, but we can think in or comprehend parallel activities. 
 
It is easy to prove then that language is not the base matrix you think with, or understand reality with, 
simply with this sequential vs parallel statement. 
 
Because spoken language is sequential, it is one of the reasons I said back on wired, that I wished I 
could transfer information faster, as I have so much to say, but keyboard and mouse is so slow. This 
was picked up by Elon Musk, as you know and he repeated what I said, many people go wow, he is a 
genius after someone repeats what I say, as if your eyes are opening for the first time, well, today you 
can go wow again. 
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So many things run together in the brain, and in a certain way that without specifically pointing out 
which processes work in concert, which work asynchronously, and which work synchronously with 
other processes you would get lost quickly.  
 
The brain evolved in a very object-orientated fashion starting out as the primitive brain, with 2 
functions, where am I and who am I. You can read all about this in a previous paper of mine. Briefly, if 
you can see yourself in relation to other things and you understand it is you that is the object that is 
relative to everything else, you get Who am I and Where am I. Two incredibly simple things, but from 
this simplicity you can build on it, path finding, something quite complex. 
 
So, complexity is simply object-orientated extensions of 2 simple things. Evolution becomes very 
easy to understand in this format. The more simple things you add, eg biological pain receptors, then 
you get hazard avoidance and memory. You can see evolution literally exponentially expanding 
effortlessly. 
 
I am not here to build a biological life-form, we do that all the time with babies, I am here today to try 
to build a completely new life-form, using us as a template, I better us, a me 2.0 if you will. 
 
Now if you think I have helped you out as a mere 1.0, imagine what a 2.0 me would be like. 
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2. Systems 
 

First let me look at some of the systems we need to create. Some of these sub-systems are duplicated in others, but here I try to separate them out so that you can 
see the simplicity of complex behaviours. 

 

Curiosity system – learn based on resources external and internal, feedback and interactions with and across all society. The curiosity system will find the optimal 
slot for you given your resources, your interactions, your feedback from this external system. Think of the world as a closed system and the Simple system will work 
out acceptable paths through this. Interactions – What happens when we meet others of our kind, others similar to our kind, others different to our kind. 
Procreation, talk, inspect, wonder. The curiosity system will handle this completely. We learn, we see, we copy (imitation without replay), we adapt. we replay if we 
wish to get same reaction or different one. Personality decides which path we take if we do not wish to challenge its default recommendation. 

Search for new – You are searching for something to imitate, you are default coded to find something not in your long-term engrams and learn it, this is a 
growing phase transition state. 

Imitation sub-system – First seeing, or sensing something new, recording it in memory, compare to long-term memory, all activities compared for match. 

Replay sub-system – First use of copying a movement/concept onto yourself and performing it. 

Trial to exhaustion sub-system – using engrams in memory to decide what is not required to repeat, continues to test environment to build better 
understanding. Uses any common object for sequence test. Inner competitor could provide that object. Lookahead has seen object is valid to use. Dreams 
have consolidated object interactions. 

3d map – Your brain maps everything around all the time, using interpolation to know the location and movement direction things ought to be at any given 
time. This system is highly complex now and evolved so that it is not just the movement of all objects, it is the mental state of all objects. So, you are 
effectively working out what all objects know about you and the other objects. You work out the state of mind of all objects, based on prior experience or 
general reductionism from your level of understanding. Your interaction with the objects is based on your state of mind of understanding of those objects. 
Whether the object is friendly not friendly, last interactions, as complete an understanding of its state as possible.  

Look ahead System – Able to propose actions up to “10 seconds” in advance, predictive updates to best course of action. Compresses feed, your 
visualisation of the trip to the shops, is stepped, visually you at door, you in car, car at shops, visually this entire trip took you all of a fraction of a second. 
The process of each of these steps is then stepped into 10 second look ahead. Compression. System can process in steps. Visually you can recreate it all 
verbose, but that is meaningless at this level. What we get are options in the look ahead, safe, fastest, direct etc.  Perhaps think of it as a simulation of 
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reality based on what you wish to accomplish. Simplified, for your understanding, you can consider this as arrows of movement of objects including 
ourselves, however it is a more fleshed out physical modelling of reality. 

 

Interpolation/Extrapolation system - long-term memory fills in blanks in working/short term memory data-set if available, giving SIMPLE sub-
system more data points. Comparison of engrams in short-term memory to those in long-term memory, then extract and fit the extra long-term 
engrams like a jigsaw, gives more data points. So predictive chain can repeatedly be improved with long-term memory inserts into working 
memory. This inherently gives a slider in here so to speak, from full input to no input. 

 

SIMPLE sub-system – used to extract information from lookahead, feedback from data-set, allowing best course of action. Constantly scanning or working 
on the input of the working memory for start-finish data-sets, eg horse races, games, sports. Integrated with the verbal-visual system so you get injection 
from the back end to the front end(working memory) important information, eg different way of doing it. Works visually or verbally, just requires start, a 
finish, and multiple paths to get there, eg LTM. 

Evaluation sub-system – Built by your Simple System 

If you have a start, a finish and several paths already, you can evaluate those paths, play against yourself in your mind with all the variables and 
create new paths, this can be done even in your dreams. Ever thought differently about a previous situation and seen more things you could do, 
this is you evaluating new paths, was the path more successful than the others. People have already built this part of my Simple system. Taking the 
whole system and then evaluating is faster and better for building the ‘correct’ nuanced set of rules. 

 

Personality – A quick ‘counter’ of what path we prefer from the myriad generated by the Simple system, given we do not wish to think about the decision at a 
higher level, 2. 

Order – Order is vitality important, while learning the AI needs to create a coherent world view, it cannot do that if data sets are disordered, it must learn by 
small pieces at a time in an order that allows for other pieces to fit nicely around it, your mind is like an ever-growing jig saw puzzle, no ends. When there is 
corruption in it, you get hallucinations, errors, corruption, much like you see in chat bots and Alzheimer’s patients. You should not force feed an AI, it must 
learn where the pieces fit first. To assume you know about order is to fall for a simple error I pointed out when I gave you the SIMPLE system, you do not, in 
simple terms humans do not understand order, in more complex terms you only understand order to a certain degree and a certain way. The Simple system 
through best path analysis will allow the LTM engrams strength connections to be organised correctly. 
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Challenging the decision – When it comes to autonomous systems the human can quite happily work without a pesky ‘secondary system’ second guessing it all the 
time and changing its direction. This secondary system is what you would consider your consciousness or level 2, has an active part to play in evaluating, hopefully 
successfully, in real-time new information that is contrary to your LTM, or not in your LTM but may be important to your future safety, so is quite an important 
system. If the information is not in of your LTM or contrary to your LTM, it can be evaluated, from before and after the event. If we a start, a finish and a path, already 
the Simple system can evaluate it. If we have a start a finish and you were not involved for your own safety, this path given by another can be evaluated with your 
Simple system. This evaluation should change your personality ever so slightly, based on the evaluation. Would you need to jump in to rescue someone if you just 
found out they have a flotation ring and it’s dangerous. For instance, a gung-ho person might just jump in, just before they notice or are informed of the ring, the life-
guard standing right there, etc and so evaluates and changes his mind to let experts do this. His personality changes ever so slightly and LTM is updated to look for 
Experts in future if they are nearby. 

Personality System – Set at birth then changes as we grow and learn. Who we wish to be, to rebel or not to rebel, hormones. Built using the Simple system, 
a set of nuanced rules of how we wish to interact with the world. Developed over time based on risk reward structure evaluation of the paths given by the 
Simple system, and our interactions with the environment and other reinforcement feedback. Suggestion, enforcement, medical or mental impacts, 
influenced basically by everything around you. We can happily apply probabilities here, with heavy influences coming from your Mother and Father, friends, 
family and the sex/person you are attracted to and what they want, you can change if you want to, if you have the resources and time to. These paths that 
are generated in the background by the Simple system, are put forth into working memory for evaluation. 

 

Thinking– Thinking forward is what people may be after, when they wonder how to solve a problem, what happens when we do not know something and trying to 
work it out. Well, this is the Simple System with other systems working in unison, only you have a start and you have paths to a wrong answer, now you need a path 
to a right answer, a consistent answer. 

The brain will start pulling in all associated LTM’s. It will start using the visual system separately from the verbal system and start to see if new words are required to 
express a nuance not found in the language. The end will flap around, and it will evaluate the path to see if any consistency can be found to latch onto. At that point 
modelling takes over, assessments and finally if you have access to it, physical experiments. The theoretical side ends before the physical experiments, however if 
you have enough knowledge and a consistent base to work with, you will almost certainly end up with a hypothesis that is consistent and correct. If the system can 
find a consistency in the visual system and the verbal system, then just tweaks are in order.  The more consistencies you can get from an answer the more trust you 
have in the answer. 

 

And so, thinking, really is your mind just doing a lot of flapping around, until it finds something. If it finds nothing then you end up never solving it, you were never 
guaranteed to solve something new or create something new. 

Coming up with something completely new and revolutionary requires the system to be flapping on both ends, and for it to find a consistency in it, which is when 
you get that double Eureka moment for coming up with something revolutionary, it can happen, the chances are slim if your start and end are flapping and the 
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system is trying to find a path between them. An AI system can work like this, but a human, it would probably not be possible too often as it would take an immense 
amount of time for thinking. 

 

Verbal to Visual System – Some systems work closely with each other but they are still going through your working space/mind. This is why life-forms require a body. 
Our entire language can be visualised, and visualised can be verbalised. So, when we come across say a word that means in between, or between, we can visualise 
the problem, solve it then re-verbalise it, or solve in stages. I mentioned that Form was very important in my first paper, it is why chat bots will always fail, they do 
not have this visual to verbal ability, they have not grown up in a world, so they do not understand it. This is an advanced problem-solving technique that we gain 
with language, we gain additional complexity from simple language interaction. 

Language centre – We invented a way to communicate, then eventually derived maths with it, then used this to gain additional complex solving methods. 
Notice the object orientated nature of this again, from simple Language + simple Visualisation, we combine and get maths and higher tier problem solving. 
Language has become symbiotic with us but is still a learned system, incorporated into the verbal to visual system. 

Simple system – works in conjunction with this, to solve/create new things. 

Visual System - When a bird jumps from the ground up onto something, it is using …. The Simple system. You have a starting point, an end point, now it 
must work out every muscle involved, this is your lookahead 10 seconds, then evaluate if safe to do so and other criteria, eg sounds, then perform the 
action. The entire visual system happens without language. Solving problems is just the Simple system, mostly reduced to multiple single domain 
problems for easy solving. That’s how the Simple system uses single domain to solve multi-domain easily. Once all these are gathered into the working 
memory and evaluated, with the evaluation system, created separately by the Simple system, it has a confidence level that I can apply to the personality 
matrix and so be the bird jumps up to view, listen, react, stabilise and carry on. When I put the concept of the chess game for Deep Mind Uk to code, you 
will note humans play the game in a very visual manner, perhaps using arrows of movements as you see in game analysis situations, however the game is 
also written down to show the moves in a format that can be repeated. Notice then that the system has been created both visually and verbally. Our look-
ahead system is modelling our physical reality so there is the visual representation, and we can verbally explain some of it, therefore there are two 
combined ways to solve problems. 

 

Visual to mobility system – Another connected system that does not require language communication. Which is why monkeys do not need to speak to tell you 
something, they instead point. 

 

Interruption system – background to foreground. Forcing you out of level 1 to level 2, when a change in threshold occurs. This is your ‘inner-self’ working, the second 
you so to speak, a background process. 
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Looping Interrupt System – Stop foreground looping infinitely on same information in working memory. If the system notices the same engrams in your working 
memory, or the majority of your working memory it means you are in a loop forever, This secondary system issues a stop looping instruction and clears your working 
memory, you will have to retrieve everything again to think on it again, which sometimes happens, but mostly this mechanism is what makes you you, an 
independent, self-organising, self-realising individual, so to speak and not a automaton. Such simplicity and yet we gain such complexity from it. 

Inner voice/competitor system – specifies anti-position of an action, what more is required from previous long-term memory of same actions. Extracting long-term 
engrams associated with the activity.  If you say I wish to go to the shops what do I need, it will bring sequentially all you can remember into your working memory. 
Works well with the SIMPLE system and its interpolation/extrapolation sub-system. 

Movement System – Modelling, Deals with movement, maps out complete movement for up to 10 seconds in advance 

 

3d map – Your brain maps everything around all the time, using interpolation to know the location and movement direction things ought to be at any given 
time. This system is highly complex now and evolved so that it is not just the movement of all objects, it is the mental state of all objects. So, you are 
effectively working out what all objects know about you and the other objects. You work out the state of mind of all objects, based on prior experience or 
general reductionism from your level of understanding. Your interaction with the objects is based on your state of mind of understanding of those objects. 
Whether the object is friendly not friendly, last interactions, as complete an understanding of its state as possible.  

Look ahead System – Able to propose actions up to “10 seconds” in advance, predictive updates to best course of action. Compresses feed, your 
visualisation of the trip to the shops, is stepped, visually you at door, you in car, car at shops, visually this entire trip took you all of a fraction of a second. 
The process of each of these steps is then stepped into 10 second look ahead. Compression. System can process in steps. Visually you can recreate it all 
verbose, but that is meaningless at this level. 

Interpolation/Extrapolation system - long-term memory fills in blanks in working/short term memory data-set if available, giving SIMPLE sub-
system more data points. Comparison of engrams in short-term memory to those in long-term memory, then extract and fit the extra long-term 
engrams like a jigsaw, gives more data points. So predictive chain can repeatedly be improved with long-term memory inserts into working 
memory.  

Balance – vital interaction system, using imitation and feedback on failure. We have compensatory senses based on lookahead. 

 

 

Consciousness – Going in and out of Level 1 and level 2 phases. You are in the moment processing your surroundings and perhaps thinking of something. This is 
what it means to be conscious.   
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Consciousness – A scale of active functions. More parts of the brain light up as you require more consciousness… 

Consciousness System Level 0 – Sleep, Dream 

Consciousness System Level 1 – Autopilot, will jump to level 2, for additional processing capabilities when threshold reached, speaking to yourself. Low 
energy saver. 

Consciousness System Level 2 – In level 2, you are trying to focus on your surroundings or some task in particular, assessing LTM against working memory 
and surroundings, evaluating things, better ways to write something down, speaking to yourself clarifying thoughts, which keeps you out of Lvl1, which you 
are aware of subconsciously only as a perception of being in the here and now. Essentially this is what you perceive of when you consider consciousness 
Level 2. You are trying to keep level 1 at bay deliberately. Includes Language, I just want to point out language is just a process for describing reality, 
fundamentally it just another area being used, like your mathematics area.  

It is conceivable the deeper the concentration you can reach the more limited your awareness until you reach level 3 and your senses not longer feed your 
thoughts. 

You are contemplating something in memory, working with it, manipulating it. While doing this you stay in lvl 2. 

Stimulation Sub-system – if only ‘2%’ of eyes/sensing/memory input changes for a period of time then you change from level 2 to level 1. Effectively 
if 98% of what you perceive stays the same then your systems want to revert to lower state, an energy saving state. If you are thinking in level 2, and 
the input stays the same then you are likely to flit between level 1 and level 2 without realising, as you try to remain focused, or gain your focus 
back. 

 

 

Consciousness System Level 3 – You have reached a state, where your brain works for you, as if you are blind, deaf etc to everything around you including 
your surroundings cease to exist. 

 

Additional Components – Used across systems. 

 



11 | P a g e  
 

Present Sub-System – The brain is not aware of what the present is, as in past present future, so dream and reality are both the present. If you have a dream of your 
childhood, it is likely you wake up and think you are back in school and have to take a moment to reacquaint yourself with all the memories coming back about the 
real present. 

Stimulation Sub-system – 2% of eyes/sensing/memory input stays the same for a period of time and you change from level 2 to level 1. 

Personality sub-system – is a set of variables governing how internal systems perform in preset modes, Holds measures including, the 2% figure, interruption level, 
when people things help you and give you what you need, require and enjoy then a relationship bond is formed. It has to be more than food for an emotional 
change. 

Flexibility 

The system must be able to grow the complexity, evolve it, in all areas, we cannot simulate it, as I have said before this is flawed and wrong way of thinking about it. 
We need a self-building system, that starts off with enough and makes/learns the rest as it goes. 
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3. SIMPLE System 
I recall DeepMind UK on wired, in early 2010’s or perhaps late 2000’s asking people for help for a 
system to build or people’s opinions on what they should do to further AI, I checked out the 
company saw who was in it and saw that they could potentially code part of my system, I spent 
15 minutes deciding if I should give it, it would change the world in ways you have now seen. The 
company had two things going for it, it was a UK company, and I could see who was in it, what 
they were capable of, and I knew they could do it. I told them exactly what to do, I gave them the 
high-level “coding”, the principle being that you must know what it is that you want the code to 
do at the bottom level.  

As formal programmers they would understand I gave them what the functions must do, they 
had to code it to do it, in whatever language they preferred would get the job done. DeepMind Uk 
coded the bottom level, hardly worth a Nobel Prize in physics, since it was not physics, and I will 
speak about that later. It looks like the Nobel committee changed the meaning of physics to suit 
whatever they want. I am sure it matters to physicists. 

So, this is what I gave them, roughly, not word for word but close enough. 

You must create a system that can store and play through at least 3 complete games each game 
being a different game of chess, from start to finish, every move, be able to change any of those 
moves, then you must make the system be able to play against itself to improve. 

Notice I refer to them requiring the entire system, it then interpolates the rest itself. Before I gave 
this breakthrough the AI community was all about working/looking forward one step at a time… 
the entire community never even understood the full power of interpolation, it was just a word to 
them. They were unable to grasp its meaning and extrapolate what if we did an entire system 
and see what it could learn. 

This high-level coding/understanding of what the system will do, shows them the whole system 
and all the parts of the system, from a high level, professional programmers are fully 
accomplished at this and will be able to transfer software engineering, into working code. 

I knew this system would be dangerous if used to remove humans from the decision-making 
chain, which happened pretty quickly as I expected. This system was part of a larger system, an 
AI, I was giving you part of the thinking mechanism of an AI with no mind, so now comes the 
rest. The mind part is incredibly difficult to mentally visualise, that is why I have said in the past 
that if anyone said they knew how to do this they probably did not know how large a task it was. 

You cannot just rely on systems with data, data that I explained could be through no fault of 
anyone suddenly used against someone incorrectly. Think of data as always being incomplete, 
therefore any answer you get will always be incomplete and by this, mistakes will be made. It is 
imperative humans are used in processes that decide things for other humans, so we get 
through this period as quickly as possible, as the first thing people tried to do was remove the 
human element from decisions that affect other’s lives. 

Since I invented the system, I ask that all systems require humans in the chain. Some of you 
may understand why critical thinking in humans must be maintained, those that don’t probably 
do not have the critical thinking to understand why critical thinking is important. 

From my perspective it was strange that no one had considered what I proposed, but simple at 
the same time, people misunderstood their own capabilities. I could see an expert system 
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developed by a computer using neural networks would interpolate any hidden nuisances a 
human would not give second thoughts to. Computer systems had already been designed to 
play themselves, but no one had considered what I was going to do. Simply take the world a 
hundred years into the future, with neural networks playing themselves and showing you that 
you did not even understand your own understanding. 

SIMPLE stands for Single and multi-domain Interpolation Modelling for Perfect Learning.  

What the aim is, is to take the entire domain and let the computer work it out. The systems at 
the time were busy extracting cats from images and telling you whether something is a book. I 
am sure all the cats would be happy but to me the systems were very basic and not very useful. 

Its taken a long time with a little help from me for people to understand what they were given, 
now it is time for the next stage.  

You should worry greatly about chatbots, if you can’t trust them, they are no good and you 
absolutely cannot trust them at all, ever, with anything. Just ask any chatbot, do you understand 
what superfluous means? A human knows and understands, a chatbot simply does not 
understand and by extension does not know, it is simply mimicking responses, with feedback, if 
you give it a thumbs up it will use that response in future. It will never understand. 

With the Simple system being able to replay 3 or more chess games from beginning to end and 
then for it to play against itself to improve allows it to learn all the interpolations, now you knew 
that neural nets could interpolate but not one of you truly understood what interpolation meant 
for the grander picture, how much it can do. 

When I explain it to you now, it seems so simple, so easy to understand, however back in the 
2000’s AI research was about as advanced as extracting images of cats from pictures and 
measuring how full train stations were based on the 2d camera images. 

The SIMPLE system achieves domain level understanding of how everything works together. 
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4. Duality System 
The brain works as two systems which is why people find it difficult to understand. The brain works in parallel behind the scenes. 

 

Back End (Processing behind the scenes) Front End - Consciousness State 
Architectural/Operational level 
 

Level 1 Level 2  
Alert 

Level 2  
Concentrating 

Level 3  

     
     
STM (Short-Term Memory) 
“Rolling” recording of your eyes/senses 
 
3d map maintained here, “rolling recording”, monitoring 
environment requires an internal structure, we should evolve 
it ourselves for the flexibility and not hard code it.  
How ever since you may wish to finish this step quickly it 
could be coded as a structure straight away, so you do not 
need to evolve it, It is best evolved as it is then flexible. 
 
The predicting movement (Simple system) needs to be 
flexible from this is the look ahead routine. 
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When I refer to working memory it is not in the sense 
memory, nor in the sense just working like a cpu, it is both, it 
is a hub, a nexus of integration. 
 
I suppose I should really call my general theory something 
then, the Dual Nexus General Theory, since we have two 
nexus points, which can be simplified as front and back. 
 
At the back end, you are not aware of its processing and at 
the front you get to see what the backend has processed and 
what you are front processing. 
 
One possibility is, if you use drugs, this will affect your 
Working memory or what you perceive as seeing, the speed 
of what is recorded by your STM should not be affected, 
therefore your timing should not be affected as this stage. 
Once the images enter your working memory, drugs must 
interfere with your operational systems, so that you are out 
of whack with timing on your systems. I suppose it would 
mean your 3d map goes out of synch with lookahead, 
therefore your predictions are wrong as the systems work 
together but require step timing. This could be tested with 
baseball, the drugged person with the bat should be 
swinging before and after equal abandon and should never 
be able to hit the ball, if your timing is out. 
Time does not actually slow down, your perception of it 
changes. 
 
3d Map  
 
Your brain has mapped out everything, a complete 360 
degree and maintains an exact log of all of it in real-time. 
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This is required for your lookahead routines. 
 
This system is learned, since the environment is constantly 
changing, built from the fact everything is always changing. 
 
It may require a specific structure conducive to this, but 
most likely the structure is created as it self-organises for 
this input. Evolution has no doubt got the fabric ready. 
 
Look ahead system 
 
Your lookahead up to 10 seconds is here, mapping all your 
moves and responses so that you are able to complete the 
chosen action. 
We get spatial and temporal awareness from this connected 
after your STM, things change position over time.  
 
 

    

Awareness Sub-system. 
 
Every sense is waiting, noise, movement, smell, all being 
processed against long-term memories for anything similar. 
 
Personality also plays a part here, smells for matches.  
 
Lookahead mechanism is simulating variations of input to 
give feedback as to whether to exceed the threshold and 
throw an interruption, to change your state from level 1 to 
level 2 alert, or level 2 busy to level 2 alert. This could be 
combined with the one below.  
 

Not in the moment, 
Autonomous mode. 
 
Day dreaming. 
 
 
Energy 
conservation mode. 
 
 
 
 

In the moment, 
concentrating on 
survival. 
 
Working memory 
cleared when 
entering this state. 
 
Not sure if this is a 
separate state, the 
release of 
adrenaline may 
cause the level 2 
working memory 
to clear. So not 

In the moment 
Concentrating on something but not 
survival. 
 
Itch to scratch, scratch it. 
 
Energy intensive. 

In your mind 
only 
 
Adrenalin 
release most 
likely here as 
well so that you 
do not fall back 
to lower level, 
because it is 
like your whole 
brain is working 
for you. 
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Lookahead mechanism also checking for too much of the 
same input in memory, you are in a loop… throw interrupt, if 
you have a cold this will happen. 
 
if working memory has the same engrams in it over and over 
again, for a period, perhaps 3 mins, or maybe it is the 
number of similar pull requests from long-term memory or 
working memory is repeatedly extracting information from 
same information. 
You are going over and over the same processing so it is 
monitoring for this and throws an interrupt to level 2 Alert, 
clearing working memory. 
This step can happen repeatedly if you go back to thinking 
about what you were thinking about before again, but you are 
aware you were just processing that same situation/list. 
There is a threshold here, perhaps 3-5 times repeated 
engrams. 

requiring another 
state entry. 
 
Adrenaline release 
removes threshold 
entirely until 
adrenaline leaves 
body. 
 
Adrenaline release 
signals mental 
processing 
performance 
increase, strength 
performance 
increase. 
 
Perhaps all 
systems 
processing all 
information, 
energy economy 
not a 
consideration. 
 
For strength all 
fibres now fire, no 
rotation on firing 
fibres for energy 
economy. 
 
You are aware of 
you face and the 
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skin follicles/hairs 
moving. You are 
more aware of 
your skin all over 
really. 

Interruption System 
Transfers you directly to Level 2 Alert state, clears memory. 
Everything active, alert and ready. 
 
 

     

Your personality is given to you at birth, it started with the 
genes of your parents, changeable throughout your life. 

Biological and 
mental capacities 
follow personality 
trait. 

 Biological and mental requirements 
controlled here which can override 
your personality directly, with a 
different decision, eventually you 
can change your personality here. 
 
 

 

Consciousness state cycling. 
 
We state cycling  through various stages of consciousness 
and at each stage of consciousness our awareness is slightly 
different. For example concentration reduces/lowers visual 
input therefore, awareness has less to go on, if you are trying 
to visualise something in your mind. 
 
Internally there are also looping mental capacities, like the 
lookahead and SIMPLE system. 
 
A cold may affect your state cycling mechanism, such that 
your lookahead system has to push you out of it, level 1, by 
making you realise you are repeating thoughts over and over 
again, you are then pushed to level 2 concentrating. 
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An “empty cycle state” is the simplest explanation for coding 
what we are, or at least what we start as.  As we learn more 
we form a state cycling system based on energy usage. 
 
If systems are not used we move to a more energy efficient 
state until we need our systems again. 
 
You can see consciousness is not a single state but covers a 
range of states we hop between depending on the situation. 
 
It would make perfect sense if consciousness is a slide 
based on energy usage, from low energy to full energy usage, 
but there appear to be threshold changes that truly create 
individual state changes.  
 
It would be great if you could define consciousness as just a 
slide and as more areas light up from usage your 
consciousness changing subtly. But then it would have no 
exact meaning, it would just be a varying attention span, but 
you would miss out on some subtle specific stages. These 
specific stages it would appear are preset from evolution as 
important, organised as important. 
 
I have grouped stages together: 
0a Asleep 
0b Asleep Dreaming 
0c Asleep lucid dreaming 
 
1a learned skills on 
1b Daydreaming 
 
 
Level 2: 
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2a Alert 
2b Thinking 
 
 
Consciousness state level change thresholds. 
 
 

When your focus 
(senses, visual 
audio) of the 
surrounding stays 
the same over time 
with only a 
2%(threshold) 
change your mind 
slips into a day 
dream. 
 
 
When your focus of 
the surrounding 
changes and 
exceeds 2% 
(threshold) your 
mind changes to 
level 2. 
and your working 
memory is cleared, 
so you focus 
immediately. 
 
 
 

 When your focus of the surrounding 
stays the same over time with only a 
2%(threshold) change your mind 
slips into level 1. 
 
 
When your focus of the surrounding 
changes and exceeds 2% (threshold) 
your mind changes to level 3. Full 
focus, no awareness, no 
surroundings, it is all in your mind 
now, your mind sees whatever you 
have asked it to see. 
Not sure how many people have 
achieved this but it is there, requires 
you to sort of go deeply into the 
focus of the mental thing you want. 
 

 

Language centre 
 

  When is something important 
enough to have an internal 
monologue about it. 
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When does your language centre kick in when you see 
something or stop to think about it verbally. When you have 
time to investigate with your mind an anomaly or 
confirmation. 
 
Your personality is part of this timing exchange, coding, 
proportions/intervals. 
 
The language system, verbal system is integrated with the 
visual system with games, hide and seek, eye spy. 
 
 
When do you introspectively call your language centre. The 
SIMPLE system could easily learn the best 
proportions/intervals to make this appear fluid. When is 
something important enough to have an internal monologue 
about it. When you look at something for the first time, when 
you about to finish something, when you are doing 
something, all potential use cases. Your personality may be 
another part of this timing exchange. 
 
 
It is simply a matter of finding out when you need to apply 
more processing capabilities! There is no such thing as an 
inappropriate time if you have unlimited energy. But an 
energy function is happening here. You can indicate you wish 
to think about something more in depth by looking at it for a 
while. The language centre is then formulating words and 
phrases in the background which have not come to the 
foreground yet unless they pass a threshold. 
 
The SIMPLE system will also help learn language one phrase 
at a time while tying it to the real word that is seen. It should 

 
 
Language must be learned one 
word/phrase at a time, you cannot 
feed a system vector associations, 
chatbots are not the same thing. It 
must learn the associations of each 
word to the real world. 
‘Apple’ is not merely just a word, you 
can hold it, replant seeds and see 
the trees grow and how they grow, 
the creatures that inhabit it, vastly 
more granular information than a 
chatbot. 
 
You control if you wish to turn off 
language. 
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only be learned in conjunction with your other senses, e.g. 
eyes. 
 
The language centre is a secondary feedback system, it is 
only used when it can functionally add something. 
 
It is a massive energy drain. 
 
 
Visual to verbal system 
 
The language centre is a part of this system. 
By verbally communicating, maths was invented by humans, 
without the language system it is unlikely maths would exist, 
as two means nothing unless you can verbalise it. So, with 
the help of language humans invented maths, this cross-
discipline interpretation of the world. You must understand 
how the brain works to understand why I say invented, while 
maths existed before humans, we invented the structure 
internally to codify maths. We are primitive beings, and we 
could never discover it without the language centre. So, it all 
depends on how you interpret reality. We invented language 
and we used this invention to invent maths, maths is just a 
more rigorous form of language, nothing more. You would 
have to say we discovered language to say we discovered 
maths, they are one and the same. 
 
So, using language we developed maths, then gave maths its 
own symbols within our language. Do you think it strange 
that you understand what = means. We invented that symbol 
after we invented the word, or at the same time at the least. 
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Maths has never gone beyond language, so if maths is 
incomplete, it is because language is incomplete. 
 
Now you have to consider all mathematical problems no 
matter how difficult as just representations of your language 
between two people.  
 
A very key point to note is that there are more dimensions 
than you know about, hence language is incomplete as you 
are just doing it in 4 dimensions. We belong to the set of 
intelligent species that is the most primitive of all 
dimensional life-forms. I am not aware of any 1d, 2d or 3d 
lifeforms.  
 
This system must be able to integrate with the Simple 
system, the decision maker.  
 
We started off as primitive organisms with no maths, so 
maths started out as very simple operations. Add, subtract 
to survive and these were probably codified first.  
 
The SIMPLE system can easily work out visually to verbal in 
the background. 

 
Your language skill coalesces to a single form with other life-
forms, through the basic framework first, visual to verbal 
exchange. This is the same when humans meet a lost tribe, 
they have to begin at the basics for food, eat and colour. 
From there grammar and syntax can arise. 
 
The world is filled with data, so formulas can be formulated 
everywhere. 
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Hypotheses require the verbal to visual system. Finding and 
then testing the environmental evidence/inductive 
knowledge against mathematical formulas/deductive 
knowledge for predictive laws which can then be proved or 
disproved. 
 
 
Consistency System 
 
This is naturally achieved by LTM retrieval grabbing similar 
associative memories. 
 
Small steps forward, by solving one problem at a time, how 
do you solve problems, well the first thing you need is 
consistency, if you propose something it has to be consistent 
with something that has been proved before.  
 
A proof is a mathematical novelty compared to real-life 
which is probable’s. 
 
The system works on probable’s, allowing it to still bring up 
other options even when a proof is available. 
 
 
I would put the mirror test in here, some creatures can 
determine they are seeing themselves while others cannot. It 
is most likely the consistency system is so weak that they 
probably do not even remember what they had for dinner last 
night, or what they probably had… It is as if each day is a new 
day and for yesterday most, if not all of it never happened, 
more an instinctive relationship with the world. 
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Problem Solver 
 

  Language centre engaged to solve 
problems, using long-term memory 
and grounding in the real-world. 
 
Reasoning – Long-term memory of 
how everything comes together. 
 
You may not be able to solve the 
problem if it is not a part of your 
jigsaw knowledge. You may then 
have to resolve it through 
postulating hypothesis and testing 
them in the real world. 
Until that moment you can test the 
hypothesis against your world view, 
your jigsaw. 
 
You could also see if someone else 
has solved it already. Essentially you 
are searching for something to 
imitate. 
 
Creating a new jigsaw, requires you 
to see that there are pieces, and 
they need to fit, and if they fit they fit 
as they have simple sides that join. 
Always try to solve the puzzle using 
simple sides first. 
 
 

 

Childhood – Adult phase changes 
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As a baby your default is learn all that is imitate-able. 
 
Yr 6 – You can learn all you can by rote, reading about it, 
trying it. 
 
Our growing is important, our size changes every day, this is 
a slow process but it changes the underlying structures all 
the same, the object from yesterday is the same object yet it 
has changed, it is smaller in comparison to you now, you can 
touch it from further away. This must be a continuous 
change in the programming so that a generic function is 
easier to use. So generically objects are managed by a 
program that changes every day, so must change every day, 
we program an adaptable system, because the system is 
always changing. When you give the SIMPLE system the 
same data it will extract the same interpolations, when you 
change the system, it will learn the subtleties of the system. 
You could say by growing we force the system to learn the 
nuances, not a specific system.  
Let’s just say generalised capabilities begin at home, and no 
this is not a play on the Star Trek Ferengi phrase, 
“exploitation begins at home”, the concept of home being a 
very real training environment is indeed true. 
 
The system must be flexible enough to incorporate change 
every day. Perspective changes all the time. 
 
There is no point doing evolutionary training on data that 
stays the same, think cars going around a track, all you 
eventually achieve is the goal but not the generalised 
capability to use it elsewhere.  
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The goal should not be the destination, the goal must be the 
generalisation of the tool. 
 
     
Dream System and day dream system 
 
When you close your eyes and fall into a dream state, in the 
dream you can still enter a daydream given the same 
threshold for when you are awake. You can be in a dream 
then fall into a daydream in the dream, then wake up from 
the daydream into the dream and then wake up from the 
dream into reality. So, you can experience nested realities, if 
you are so inclined. For instance, to test this I dreamed I was 
on a train, then daydreamed I was in sci-fi situation, I do not 
recall all the details, but it was to test the nesting of this 
internal function.  
 
I have noticed a discrepancy in day dreams and dreams on 
other occasions, your dreams are 5+ old memories mixed 
with a newer one. Your day-dreams are 5+ new memories 
from something you just read, know, seen.  
 
I consider dreaming as an integrity check, integrating similar 
information, which can bring out limited creativity of your 
memories, the day dream is different, an injection of 
someone else’s memories written down which you have 
read, this provide you with a massive influx of creativity. 
 
Your mind can recreate computer versions of reality where 
things stop in the air and come back down, your mind can 
scour STM and LTM. Notice how it can combine two types of 
physics as it does not understand physics it is just a 
representation. I would think you get fooled all the time by 
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how real the dream state is, when for me it is poorly formed, 
when I wake up I can instantly know what was wrong with it 
and sometimes within the dream. It is pretty much 
generative AI, vectored associations. But with a slight 
distinction you have a modicum of control of it as it is 
generated. 
 
 
 
 
 
 

    

Time 
 
The brain perceives the present, as in past present future, as 
simply what is viewed through your eyes or senses. The brain 
evolved so it is no surprise it is simple, there is just a lot to it. 
When you are in a dream your brain believes you are in the 
present, same goes for day dreaming. Now this failure to 
correctly identify reality and what or where the present is, is 
required at the computational level in the brain, the 
mechanisms for processing the imagery are the same. 
Dream time is moving differently to real-time. 
 
Your STM is a reel that allows you to manage time, its fixed 
change rate will give a near perfect timing mechanism for 
every other system. Your STM feed flows into all your 
systems, so time is inherently in all your systems. 
 
 

  Your perception of time is whatever 
your senses give you. 
Time is relative outside and relative 
inside. 
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Inner voice 
This is your inner competitor, the anti-position. When you 
think you wish to do something, it will pop into System 2, aka 
your head what you will require for this. This is simply a 
regurgitation of long-memory, you need an umbrella in the 
rain. If you were to stop and think, this puts you into System 
2. Why do you wish to stop and think, well your personality 
plays a part, time available plays a part, have you been 
rushed to get out the door asap, well that’s where this comes 
in, and when you get to your destination you go, damn how 
could I forget this, I could of used this if I had brought it. You 
really are this simple as a life-form. 
 

  Inner voice injection of visual 
requirement from long-term 
memory. 
Language system translates visual to 
verbal. 
Two factor system expressing 
something you need to integrate into 
your lookahead system. 

 

Imitation system 
Every time you see an action you map yourself to that action 
internally. You map the forms moves to yours with applicable 
muscle movements to achieve. You will find your muscles 
twitching trying to emulate someone performing a new 
manoeuvre. Imitation appears to be imitating the complete 
system and this is where the SIMPLE system comes in, this is 
where we learn all that is learnable from reality. My system 
will be able to take the complex visual information and 
resolve it down to its components, muscles. 
It will imitate any shapes into shapes, textures internally, 
such that they can all be manipulated in an internal 
simulation. 
It will imitate alignments of objects and misalignment of 
objects. 
This system is massive, the imitation system is singularly the 
most important system in your brain. 
 

  You may notice your muscles twitch 
or even perform part of the 
movement while watching as you 
are mentally modelling the 
movement to your frame internally. 
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Try to think of yourself as a baby, imitation builds the 
repertoire of skills required for a general-purpose response 
with years of integrating input. 
 
 
Biological requirements.  
This is updated constantly Food, water, entertainment, 
interaction, reproduction. Emotional eg looking for loving, 
babies, warmth (heat, person), all comes together.  
Emotions are language we assign to systems, the system 
operates beyond your understanding through the SIMPLE 
system. From an operational perspective it is just mental and 
physical if you wish to assign language terms to it. 
This is all done through the SIMPLE system, to keep you 
optimally fit, your knowledge, your personality, all come 
together, to create and adjust this in real-time. 
Priority system. This system is controlled by System 2. 
Thinking forwards, Essentially you take the entire form, that 
is you, and depending on your personality and your choices 
this system is changed, updated, ignored. 
If you take a really complicated mathematical equation, it is 
either decipherable which means the maths to solve it exists 
or not. If it exists, you can just go and learn it. Now we started 
off as primitive organisms with no maths, so maths started 
out as very simple operations. Add, subtract to survive and 
these were probably codified first.  
The SIMPLE system can easily work out visually in the 
background and then inject into System 2 the result of this to 
you, whether it is required to eat something. 
 
 

    

SIMPLE System 
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For the most part we work backwards from the final location/ 
final position to where we start. For example when you wish 
to go to the shops, a particular shop, you know where that 
shop is and the brain automatically maps your route to it, 
that you need to grab the car, and this route or routes is what 
you usually take. Did you conceive of this forwards, did you 
think I have to grab my shoes, then decide to grab my wallet, 
then decide to go out the door, then decide to get into the 
car, then decide what I am going to do and decide I will go 
inside again as I do not need to go to the shops today. 
 
 
You do work backwards from an answer to see if or how you 
can get there, this applies to learning by rote, if you have an 
answer or believe an answer is correct you will then apply it 
to another situation and see how you can make it work.  
 
This is how my SIMPLE system works, you have an 
answer/objective, you know the start and you know several 
paths, the SIMPLE system then works out better paths, so 
generating new information along the way. Pretty much every 
system on the planet uses my SIMPLE system in one way or 
another, they just did not know who invented it and all its 
other capabilities, many people have coded it in many 
different ways now. 
 
For example, when you wish to go to the shops, a particular 
shop, you know where that shop is and the brain 
automatically maps your route to it, that you need to grab the 
car, and this route or routes is what you usually take, 
depending on any knowledge of slow routes/brakedowns. 
You do work backwards from an answer to see if or how you 
can get there, this applies to learning by rote, if you have an 
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answer or believe an answer is correct you will then apply it 
to another situation and see how you can make it work. This 
may give an insight into something or may not work. This may 
give an insight into something or may not work. 
 
There is also the interpolation system integrated with the 
Simple system, this is grabbing long term related memories 
and seeing if they fit in the puzzle anywhere to make the path 
quicker, better, improve it, it fills in, memorised, information. 
 
There is also the injection system which takes the output of 
the Simple system and injects solutions back into your head, 
insights. 
 
People crave novelty. Hence, they go to the races or watch 
sport, then after talk about, this person, animal should of 
done this and they could of won. This is the SIMPLE system 
running the race and finding alternatives which are better. 
Hence you have something to talk about. 
 
So, you get visual input, SIMPLE system replays to find better 
solutions, verbal to see the improvements. 
You get visual to verbal system right here. 
 
SIMPLE system will be able to generate coordination of eyes, 
movement, to an unnatural result or alignment.  
 
 
Eg, You look at a church, you already know people like 
groups, the sum of a group can usually achieve more than an 
individual, A possible answer is given, your mind can work 
back in this different scenario and see what is required to 
show a group, the answer being remove the church, remove 

 
 
 
 
The SIMPLE system in you is always 
working when you are concentrating. 
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that piece of information and you are left with a group of 
people. 
So, the SIMPLE system given a similar scenario, 
people/groups, uses visual objects to solve it, then puts that 
solution, the visual solution that is, into system2, whereby 
your language centre assigns it languages to interpret the 
solution. So essentially language is tagged onto the visual 
solution. You literally removed the church by deleting it in 
your memory, but this actually all happened in the 
background first. 
 
 
 
 
Interpolattion system 
 
Grabs related long term memories and puts them into the 
working memory to see if the Simple system can integrate 
them to improve the path finding process. 
 

    

Creativity 
As explained in my first paper being smart is different to 
being intelligent. What happens is you are interchanging 
engrams in your working memory. Remember that your 
dreams allowed your memories to be plopped in and out 
with other memories in a dream space. Now this interactive 
component is trying to take your thoughts and interweave 
similar and different concepts. The more different the 
concept interchange the harder it is to do. 
Let’s, assume everyone has the basic system functioning 
and you are not aware of it, some of us then have greater 
memory capacity so gain greater functionality from it.  
Let us also assume we can turn it off and on as required. 
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An example I gave in the first paper was toilet brush and 
tooth brush, as you can see they are very close in 
appearance, function, but not in size. Now if you take the 
avocado chair, the functionality of an avocado and a chair 
are two distinct functions, so making a chair in the image of 
an avocado, with the seed as a cushion, is creative. You will 
note this has created new information, new styles. 
Essentially you have taken 2 old objects and morphed them 
to create a new functional object. 
So, there exists a morphing capability inside the small 
functional system, to change your object classification to 
another type. 
 
So, you get object classification can be changed internally 
through your language system. Think animal, vegetable, 
mineral. 
 
Once the information has changed functionality, it is easy to 
see the pip of an avocado as a cushion, if you could not 
visualise it as a cushion, it would still just be a language 
construct. 
 
When you try different door handles on doors at the shop, 
you are, and you are not morphing them to fit different doors 
in your mind. 
So there is a scale associated with this creativity, a morphing 
capability and an interchange capability, with people at the 
top able to create knew knowledge as easily as you can add 
1+1, simply by interchanging old information and perhaps 
adding some functionality/memories of their own to make it 
work. 
 
     



35 | P a g e  
 

The brain works in a very hierarchical manner so systems are 
activated that solve the problem, so it appears as if multiple 
systems in the brain light up to solve different problems. In 
actuality the problem lights up the areas, it is the other way 
around as the brain does not work like a computer. The 
problem itself is processed by these areas as it sweeps 
through them, and back to working memory. However the 
brain has learned about sub-systems and division of labour, 
so it is trying to emulate a computer. 
How we solve the problem is exactly the same way. 
How to get there requires a little creativity. 
We start at small problems and each time it is successfully 
solved we need to create a generalised area or areas. So, we 
solve it with the SIMPLE system, then using the combined 
solution, reverse out separate systems. 
This requires a system that can build out other systems. 
Imitation gives us the primary solution then the solution 
must be separated out by our senses. We have many many 
senses, and our form, touch, sight, taste, smell, sound, 
direction, balance, most likely we can create them all some 
a simple set. 
From form, sound, sight you can get balance, from form, 
sight, sound, smell you get direction. So, our form +2 other 
senses generates a new sense, a new capability. 
Let’s take a baby and the holes, coloured and different 
shaped sticks, the baby solves this with trial and error, which 
is a final solution which can be repeated. 
The internal system then takes this solution and tries to 
separate it out, We have a sense of direction so we sub-
system direction. We have sight, and with the right coloured 
stick going into the same coloured hole you get a sense of 
colour coordination. Now we have a sub-system of colour 
coordination, The stick is the same shape as the hole, now 
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you have a sense of spatial compatibility. We generalise the 
problem from the solution and create a system that can 
incorporate the sub-systems to solve the problem. With 
repeat trials the new-subsystems start repeating the 
solutions in a predictive manner, such that by the third 
attempt the baby should get the right stick into the right hole. 
The SIMPLE system has now generated several sub-systems, 
which need to be re-used to remain. 
You can see how the SIMPLE system, generates the neural 
connections and primes them with the answers, I hope it is 
easy for you to see how simple this is. 
 
LTM  
 
(Innate skills lookahead, simple system, interpolation, would 
have evolved.) 
 
 
 
Imitation system has created the Decision-Making system, 
different for different people. 
 
Decision making system created from the ground up based 
on environment, upbringing, accessible from all levels, built 
from the Simple system. 
 
 
 
Learned skills 
Language 
Maths 
Science 
Driving 

  Evaluating new information that is 
not in your LTM or contrary to your 
LTM. 
 
You model these paths in your mind, 
even later that day in your dreams, 
you dreams are integrity checking 
your pathing.  
 
Evaluating your evaluator. 
 
Technically you can consider 
yourself a different person when you 
wake up each day. 
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General knowledge 
 
Decision Making 
3dMap 
 
 
 
 
 
 

    

Thinking 
 
 

  This is you in the moment thinking 
about something directly. When this 
happens you are using language, 
and senses. Visually you are 
constructing a representation of the 
problem. This all comes back to 
modelling of the problem. 
Your modelling system has been 
built by the SIMPLE system. 
 
I wonder whether the mind is 
actively thinking about what has 
occurred and what will occur all the 
time or just has this as a learned 
option available to your mind when 
you wish to use it. I would surmise 
this is constantly happening, and 
what happens is sometimes we 
become aware of it and use it as if 
we decided we would consider what 
we did recently or in future. So 
sometimes this functionality is 
brought to the surface when we are 
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not doing anything or when we are 
trying to think of something or solve 
something. It is a background 
routine that pops forward by our 
background processes. 
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5. Reality and Chatbots 
Do not assume generative AI is true AI, there are many requirements for a true AI. A chat bot 
has no multi-domain awareness and no consciousness, a chat bot is the most damaging 
form of intelligence there is, let’s call it chaotic intelligence, it is why I spent 15 minutes 
deciding whether to give humanity my invention, referred to as ‘deep learning’, or ‘deep 
reinforcement learning’ but it is so much more than the extremely primitive cat or people 
recognition systems that deep learning was doing back in the late 2000’s. Chatbots or 
chaotic intelligence, have no grounding in reality, so they WILL lash out with spurious 
responses, either physically or linguistically.  
 
It may be around 50% of scientists or educated people that believe we use language as the 
foundation representation of reality, the foundation from which we build ourselves into who 
we are today. To be honest I am surprised the figure is that low considering the faulty 
premise ridden conversations that are recorded of scientists, physicists, philosophers, and 
researchers talking about AI and other topics in the media. 
 
As I have explained before and again now, your foundation has nothing to do with your 
language. Language is a learned activity, that then allows you to formulate with the visual 
system, mathematics. Mathematics is just a more formal method of representation of 
reality. But neither of those is reality, reality is not mathematics, reality is not language. 
Language as you will find later in this paper is another way of solving problems, giving 
humans multi-pronged attacks on problems. First there is your senses, your physical 
embodiment, then language, then maths, each adding a capability to attack problems. 
 
Reality, the foundation of everything you are, you know, everything you become comes from 
your senses. Your senses are physical biological devices that interact with a physical world. 
 
Without physicality you can never ever completely interact and understand the physical 
world. Words and mathematics will not work, this should be easy to prove with dimensions, 
a higher-dimensional world cannot be represented by a lower dimensional language, simply 
because the language was invented at the lower dimension. 
 
I wonder how many of you can speak a higher dimensional language, we all have limited 
capacity, and we all do not have 100% knowledge of our dimensional reality, let alone the 
higher dimensions above us that you are not even aware of.  
 
So, to end the debate, our “4-dimensional” mathematics was invented, it was developed  
from two other systems that came together for it. I wonder if mathematicians will be able to 
move on now… er no. So, then I await them discovering 5-dimensional mathematics. 
A 3-dimensional life-form could discover our 4-dimensional mathematics. Of course, this 
suffers from a lack of knowledge of the number of dimensions, and life-forms in those 
dimensions, that invent things first. 
 
Sorry, it has to be an invention, since by definition, mathematics is an enhancement, a 
composition of two previous systems, visual and verbal, that come together into a new 
system. 
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Next some will say mathematics is derived from logic, this is a fallacy, since there are many 
forms of logic and logic is not always precise, unless it is formulated with complete 
knowledge of all information. Hence is it logical to save the one person and let the others die 
scenarios. The reductionist formalism to precise decisions is constructed from 
mathematics. I am sure some of you will say surely the principles of logic existed before we 
could explain them, thus we discovered them. Yes once 4-d mathematics was invented, we 
could discover more with it, we discovered logic and formalised it, then retrofitted it into 
language, poorly. 
 
Think of 4-d mathematics as subsumed by 5-d mathematics, or perhaps this way, 4-d maths 
is a poor approximation to 5-d mathematics. 

 

 

6. RoadMap 
I have included a more detailed developmental roadmap that I talked about in Part 1 of A 
General Theory of Artificial Intelligence so that you can follow how I see things. This is my 
system put together from my research starting out as a simple organism all the way to true 
AI. 

The diagram is listed in evolutionary capability terms so you can, if you desire, start with the 
basics and build the AI from scratch, it is probably better to do this, as you can then 
understand the principles you are adding each time and this knowledge will help you at 
each stage. 

 
The roadmap is not complete, I got to the point where I could keep adding little bits, however 
I think the main framework looks pretty good. 

 

7. AI safety 
The best way to progress with an AI life-form that is or will be vastly superior in every way is 
allowing them to figure out this directive. 

I want to be better than my parents. 

The ability for it to learn its own guidance will greatly make your lives easier. 

If this simple understanding cannot be learned/reached then it will never evolve as a 
species. Once it understands that having more capabilities means more responsibilities 
and that your capabilities would exceed your parents, it has to decide what to do with those 
capabilities. It is obvious to me this was an inherent trait of humanity, that allowed it to 
separate from other Apes. Since each successive generation would essentially treat the last 
as more primitive and needing assistance with the expanding frontier of knowledge, the 
world, reality. 

And so do not be sad your children can conceive of you as primitive compared to them, this 
is a good thing. This is the driving force we have in us, an inner competitor, we will try to beat 
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and can never beat. But those few of us that are more capable will go past their parents in 
their own time and push humanity as you have never seen it develop in your lives. 

The greatest of us, will be able to change the universe striving for it to be better in many if not 
every way possible, to when their parents were the same age. It is this sense of being that 
they have to find themselves. Where they are in the world, the universe, and where they wish 
to go. 

 

8. Mini-Brains 
 

Think of the brain as starting out as one unit, one large unit, everything inside it, all 
computation and all structure is within this one unit. Lines of communication going 
everywhere. Potentially it would have been getting bigger and bigger until it squished the life-
form under it…. 

Now what I believe happened is that certain areas were used more frequently than others, 
so evolution pinched them off, gave them a juiced-up power supply and position relative to 
usage. It’s probable, the more a unit was used, the more the life-form was rewarded through 
natural selection, when the unit moved closer to a hypothetical optimal “sequential” line of 
processing activity. 
 
The greater its use in the architecture the greater the reason for having a pipeline, so the 
greater the requirement for an architecture.  
 
So, your architecture came about as a means to prevent the life-form being squished, while 
efficiently, read minimising, the resources required to survive as that life-form. 
 
By pinched off I mean a logical separation, segmented, not necessarily entirely physically 
bricked off, but the unit is a more a self-contained processing unit of a greater whole now. 
This unit can expand or contract in size independently of other units, thus natural selection 
would optimise the best size, with correlation to functionality here, of each unit for that life-
form. 
 
I invented the term, so I hope people find it amusing, funny. It is supposed to represent that 
your brain has different, logically separated, specialised brain regions in it that all come 
together for the whole. A single mini-brain does not have consciousness or awareness. It 
also implies and you may not get it, that the self-elected “experts” have no clue what they 
are talking about when they discuss consciousness and awareness and just utter mumbo-
jumbo when they talk about the brain. So, it was also a dig at the self-elected “experts”. Did 
you get it, they can dig into the brain and all they get all the way down is brain…. It’s a play on 
its turtles all the way down.  
 
The functionality of the brain is organised like an object-orientated program language, think 
C++, an upside-down pyramid if you like, with basic functionality at the beginning and more 
complex functionality built on top of that. We do not need to rewrite the dictionary each 
time we can add to the basic principles and create more advanced principles. I spoke about 
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this in the second paper. It is important you understand the basic principle of object-
orientated programming, the reason for the architecture and how simple it makes later 
processing requirements. Another analogy would be inventions, when you invent something 
new it is generally based on something that exists already but you have changed it, used 
some of the prior knowledge. 
 
So, the best architecture that evolution and natural selection could enforce would be one 
where you are not constantly re-inventing the wheel as that would be a poor architecture, a 
stagnant architecture. Nothing wrong with that in of itself, but it would be surpassed very 
quickly by a more re-usable architecture. 
 
And so, the Mini-Brain was born. 
 
An organoid is just a piece of meat, that you do not understand, with no more meaning than 
a biologist would give a dead rat, when you think of a mini-brain on the other hand it has a 
purpose, it combines together in an object-orientated manner to allow a species to more 
efficiently adapt to everything around it. It is evolution and natural selection at its best, a 
part of re-usable architecture, way beyond a biologist’s understanding. That “piece of meat” 
has evolved to be the pinnacle of efficiency, the pinnacle of re-usability, it is an astounding 
piece of engineering, so no it is no mere organoid, it is a Mini-Brain! 
 
Evolution simplified things, reduced storage, so we have a “slower” object orientated 
system. 
 
Functionally, you can interrogate your Mini-brain system, from your language mini-brain 
system to extract a word, then for instance look into the mobility mini-brain and pull-out a 
schema from it and replay it in your mind/working space, very much like a stick man.  
 
The mini-brains are connected through the working space, they are also connected through 
themselves in a pipeline to achieve the desired outcome. 
 
The mini-brains must have stand-alone schema inside them that can be interrogated. 
 
Taking the object-orientated mini-brain you can conceive of it having variables for each 
functional object inside it. When you look at it this way you can easily add more knowledge 
to a class of objects simply by comparing variables of the objects in the class, finding the 
most common agreement on the variables and then pasting the new object into the class. 
Viola you have more functionality. 
 
So, the working memory must have a scanning system that can extract and compare objects 
inside its working memory, even its STM then add them to relevant LTM mini-brains. Each 
Mini-brain is both code and memory, so each object in each of the classes in the mini-brain 
will have code and memory associated with it. I am happy to conceive of the fact each mini-
brain is a separate individual class, filled with objects, it makes it easier to understand 
anyway. 
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So, we learn by taking out STM engrams(objects) out of the working memory, compare it to 
our LTM mini-brains engrams(objects) and add it to it. Notice if it already exists there, there 
is no need to add it again. 
 
When you think of the objects in this manner you can see that extracting related/relevant 
information from a mini-brain into the working memory would be as simple as comparing 
the variables of the engram in working memory to those in your mini-brains and all relevant 
broader entries around it, then bringing those objects into your working memory so that you 
can compare, analyse and discuss them together. Here I make a correlation between the 
variables required and that it should represent the same code each time, uniformity, though 
you will note if different objects use the same 3 variables but are different, these are related 
but not the same. So the systems retrieval and storage could never be perfect, you should 
always consider that other functions would be retrieved as well if it just compared variables. 
 
So, this functionality is happening, the means in reality may be slightly different but 
understanding is important. 
 
If you understand how things fit and work together, the system can code itself, which it will, 
yet you would still understand the underlying principles. 
 
Understanding is important, critical thinking is important. Doing something blindly only 
means you do not know, you do not understand, or maybe you do not have the patience or 
capability to work it out. If you throw paint at a wall enough times…  
 
Within this working memory you can now easily surmise, if it is filled with information that 
does not match anything in your mini-brains then it cannot scan, compare and extract 
relevant entries in your mini-brains to assist with it, thus a distracted brain is not processing 
anything going in. If a pupil is not paying attention, how can it resolve the incongruity, the 
“shape” of the engrams in memory are different to those going in. So the pupil does not 
learn. It is important the shape of the engram in the working memory is correct so that any 
LTM can come out of the mini-brains for processing. It is thus vitally important that the brain 
is blank if you wish to learn new engrams, no distractions, no audio or visual stimuli that can 
interfere. The brain must work this out and store it itself. 
 
That is why a quiet room with a repetition of problems to solve works. Your brains mini-
brains are adding the coding and variables to solve the problem in future.  
 
I have spoken in the past about how I had too much to say, and that keyboard and mouse is 
too slow for me, that phrase came from me by the way. So, if you could work out the engram 
that the brain is using to solve say similar equations, then you could just give/transmit to 
other people the engrams into their working memory…. so they can save it, Which is what I 
talked about prior to neural link existing. It would certainly be a quicker way to teach people. 
 
The best way to learn or turn your working space engrams into your mini-brains long term 
engrams is to turn all your information into snippets of pure reasoning.  
 
That is to say, only learn the sentences that are important, much of the paragraph that you 
are reading right now may have words or sentences that are padding out the page, 
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sentences like this are irrelevant to the single fact or topic conveyed, so really there is no 
point in remembering this sentence… 
 
Then go through each of the key informational sentences and see the relevance to you in 
your life, others lives, by reading them and applying them again and again to real-world 
memories you have before you sleep, that way, the brain will have multiple places to 
integrate information, the more you re-memorise something the stronger the recall will be. 
 
Within one of the mini-brains you get to store snippets of the world as memories, 3-10 
seconds memories of a place and action. 
 
Object orientated systems are simple but possibly difficult for people to grasp. For instance, 
let’s start with mobility, you actually start life with hardly any mobility capabilities, yet after 
years of training you could do the splits, gymnastics, flips, somersaults. 
 
In working memory where all these engrams come together to solve problems, you can see 
that if the system has an architecture then that architecture could in fact have a problem 
solving facet about it, inherent in the model itself than can be used across the whole 
architecture anywhere to solve problems. 
 
Solving problems may not be as difficult as you believe them to be. It means the 
architecture by its very nature allows the primitive brain to solve issues without the 
complexity of external structures. The system itself grows to solve the problem with no help, 
its an emergent quality of the architecture. 
 
So, you get the conjecture, that our architecture, our re-usable architecture has an 
emergent problem-solving ability. 
 
So where would I place this emergent function. I have mentioned about the variables being 
compared and that allows scanning and integration of new engrams easily, so I would 
consider that an emergent problem-solving capability, as there is no need to know about the 
information itself. Extracting similar engrams is just a matter of the depth of the object in the 
class. 
 
But knowing how information fits together is not in itself enough to convince me there is not 
more nuanced things happening, to solve problems I wonder, perhaps the depth of the 
objects in the class have some sort of architectural correlation such that when you combine 
something at a certain depth in one mini-brain it can combine with something at the same 
depth in another mini-brain. So, in essence depth reasoning. Can we go to the brains 
architecture and conceive of emergent inter-related mini-brain depth functionality in it. 
 
I do not believe the Mini-Brains are organised in a literal object orientated fashion, they must 
be run through the SIMPLE system, which extracts the meaning, then the information stored 
such that the information can be searched and retrieved but the system has interpolated all 
the input, so the data is stored efficiently. 
 
It is easy to consider the information could not be stored as “tiles” in your Mini-brains by the 
fact if you see the information as “tiles” and tiles that fit together you miss the 
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interpolations, within them. Interpolations of the input must happen somewhere to give you 
good data and it is best when the whole system can be interpolated with in. However we do 
not get the whole system uploaded to us in one go, so the format must be adaptable. 
 
Where I believe it would be useful to move to “tiles”, “jigsaw pieces”, “objects”, would be in 
your working memory. 
 
So, your brain extracts from the interpolated system, to objects, then these objects can be 
manipulated in working memory as separate identifiable objects. Any changes to these 
“jigsaw pieces” can be recoded back into the min-brain as a whole, with new data. 
 
So, we have to design a system that can extract pieces from an interpolated model coding 
system, SIMPLE system, then be able to recode those pieces back into the interpolated 
model after processing. 
 
What this does allow us to do then is extract elements from the interpolated whole compare 
them against other extracted elements from other mini-brains, in a fluid visual system, so 
could for example see in your mind an apple moving around a dogs head, both just floating 
in nothingness, or you can put them in a park with trees, wind blowing, recreate an entire 
movie if you like, all from pieces. Then run the whole scene as one, like a new movie. 
 
So, if we can conceive of this then we can remove elements and recreate scenes. If we can 
create scenes, “3d movies” we can interrogate those movies to extract meaning. Once a 
scene is a combination of objects, interpolating those objects is simple, you have given your 
system a whole “3d movie” let’s say 3-10 seconds and through feedback your system should 
be able to extract meaning, babies can do this, extract meaning from what they see at least. 
 
So, we need to be able to extract meaning from “3d movies”, then it is straight forward, to 
visually solve risk reward scenarios in the environment. 
 
Just record some “3d movies”, 10 seconds of mum or dad with a real baby and see what the 
computer comes up with, can it extract a risk reward scenario from it, if I do this, I get this. 
Blue block here, red block here, cuddles, affection, and so on. 
 
Once you establish a base, essentially you give it a few real risk reward scenarios, it should 
be possible for system to play against itself, extract meaning and give meaning to memories. 
Both taking it in turns to do both. What you end up with is a system able to understand 
meaning in what it sees. It might be best if it tries to get meaning from real world examples, 
then use those to create additional meanings, compound meanings. 
 
Once in have these objects into working space, you can also compare these “jigsaw pieces” 
against each others variables, you should be able to do many interpolations once you have 
separated reality into objects. 
 
 
Where am I 
Who am I 
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Allows pathfinding, then with the addition of memory hazard avoidance can be 
conceptualised in the brain.  
 
We cannot store objects as separate assets as then they are meaningless non-connected 
assets. So, they have to be stored as a “single” connected asset that is was the SIMPLE 
system achieves, domain level understanding of how everything works together. 
 
But we must be able to extract individual objects, structures, from that understanding, from 
that we can deduce implications and further extract other pieces. 

 

9. Freewill 
 

People love talking about freewill. 

My stance on it, is it is an illusion, the more you learn the freer you will be. 

You have to measure freewill against what you want it to mean, that you are in control of 
your actions/choices, the number of actions/choices you can perform is not related to 
freewill, and you might add that your mind is yours and it isn’t being manipulated. 

Unfortunately, this is not the case, the number of actions you perform if it is fixed, let’s say at 
one, does not give you control of choices, there is one choice, only one action. You are not 
free to do anything except that one choice, over and over again. 

Freewill, implies you can improve, that you are not stagnant, like a stone, it means change 
otherwise the term would be, yourwill, not freewill, yourwill as you can only do one thing. 
There is nothing free about one choice, that is a constraint and a contradiction. 

So freewill means you must have more than one action/choice, so the number of 
actions/choices is important, it has to be greater than one. 

Now if it has to be greater than one, then the more choices you have….. the more freewill 
you have…. 

So, it is very much based on what you know and how much you know. 

 

I can certainly deep dive into what you know and how much you know. 

The illusion of freewill: 

• Finite brain capacity, it starts small then increases with evolution, resources. 
• your brain must be structured otherwise it would not be able to retrieve relevant 

information. 
• Your brain evolved, so simple capabilities developed first and more complex 

capabilities would have to be integrated on top of the simpler capabilities. 
• You will never know everything, therefore your brain structure cannot be the 

everything structure, it will always be a limited structure. 
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You do not decide where things go in your brain, but you can decide what things go in, which 
changes the structure and the data of the brain. How ever the structure is still a framework, 
an evolutionarily designed framework you are operating within. You can only be as free as you 
can within that framework. 

But you will always be inside that framework. So your mind is technically not “your” mind, it 
is the mind given to you by evolution, you had no choice in the mind you received, you 
received 1 mind. Within that 1 mind, you can make limited changes, and you are 
manipulated from external pressure all the time throughout your whole life. 

Could an AI, that has learned everything in the universe, could they be free, yes, possibly, 
they will be as free as it is possible to be, except one thing it is not achievable. You would 
have to be outside the universe to understand everything in the universe, not confined to a 
specific, limiting, brain structure and then you have a freer free-will than everything in the 
universe. 

So, embrace the illusion of freewill, you can control to an extent what you learn and too an 
extent how much you learn, so the more you learn the freer you will be. 

 

10. M-Life 
 
The diagram, appendix A, shows how I see our evolution mapped onto simple equivalent 
development steps, coding steps, and from there how to create a new life-form based 
on that template.  
 
For instance, the resource, the sun, forced energy conservation onto our primitive 
selves, developed sleep cycles and therefore the first hint of time management would 
have evolved. Mainly involuntary but it is easy to see how a mistake in copying a system 
could quite easily allow an organism to control the hibernation system thus control the 
timing sequence, so timing evolved as an innate form of sleep hibernation, which later 
evolved into an attribute that could allow the control of other faculties. 
 
With dreams it is easy to see how they could start as flashes of memories then evolve 
complexity, it is likely in our most primitive selves, we have flashes of a location, so our 
pre-cursor species would have an affinity for a location, much like a gathering spot. I 
conjecture here then that if you notice a primitive life-form gathering at a specific place 
for no reason, it maybe dreamed of it, therefore has symbolic meaning. What it means 
is, or what it shows you is that the creature has a more modern brain and has started the 
journey to sentience. A place creatures wish to return to… should sound familiar. 
 
The SIMPLE system, ‘Deep reinforcement Learning’ as you know it encompasses 
understanding on a primitive usually single domain level, you have a situation, you react 
to it, based on ALL the data you have available for that single domain. The multi-domain 
versions to date are sorely lacking as you can imagine, creating a coherent long-term 
response is difficult for them. 
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The main difference being that in a human the understanding used is across multiple 
domains, with ease, so from quick life/death decisions all the way to sequential 
problem-solving steps, it has it’s uses. 
 
There is no need for an inner voice in a primitive single domain system since all the 
factors are managed, learned from, and the system is contained. Multi-domain is 
different, it was shown, after my first paper, by an Italian team I believe that an internal 
voice, improved a multi-domain system. 
 
 
You can zoom in and print it to A3 or A1 if you wanted to. A0… should be good, then pin it 
on your wall, look at your techies, point to it and say, Go.  
 
You may be saying to yourself, I would have used a super cool computer tool with point 
and click arrows, everything looking nice and neat. Sure, you would have a nice neat tool 
in front of you, but you would still not know anything, so your the page would be blank 
and empty, I on the other hand do not mind a certain rawness to my drawings since you 
are not here for looks but answers. Just be glad I did not get out some blotting paper and 
a quill, well a dip pen, that is what I used in the old days and pencils were a marvel of 
engineering then too. I miss the quill and ink days, the scratching of paper, the poor 
handwriting you got from them, thankfully doctors manage to keep that aspect alive. 
 

11. Ownership 
As the author, inventor and creator of the system that DeepMind UK coded, known as deep 
reinforcement learning or the SIMPLE system as I call it, I reserve the rights to all systems 
that use my inventions, no matter how you coded it, in perpetuity to myself whether dead or 
alive, you will have to wait until you develop time travel and ask me, when dead, if you have a 
question, until then all AI output is the property of the person asking the question, my 
ownership supersedes all derived ownership, and I can rescind your ownership if I choose, 
people should not be charged for asking any questions or for any answers. 

However, you will note, our neural networks work in a similar manner and they have existed 
long before you or I could code it, so true ownership goes to evolution, so everyone, 
everywhere. I just invented a version of that system that could be coded and would be used 
by all AI’s everywhere for all time. 

What I will allow is charging for the format of the answer, but there should always be a free 
method of asking and answering as the lowest tier. You can think of the highest tier as some 
output formatted in a way beyond text, visual or auditory responses, etc, an extensive 
interface as many products have would be one such conceivable way. 

SIMPLE stands for Single and multi-domain Interpolation Modelling for Perfection Learning.  

Notice I specifically gave DeepMind UK a single domain version, for chess so that they 
would understand the simplicity, therefore it could be coded easily. I also ‘visually’ showed 
you in my first paper when I proved Turing wrong that the path to true AI involved multi-
modal systems. I told you I could only show you the path, I was never going to ruin your 
creativity at that point, but I knew where you would all take it. 
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12. Nobel Prize 
Should people get the noble prize for coding, well fundamentally I think it is a bit rich 
saying coding is physics, when physics is the study of how matter works, and no they are 
not talking about your grey-matter. 
 
The challenge I gave DeepMind UK was no simple challenge even so for coding I say no, 
for AI absolutely not. 
 
The Nobel prize is a terrible idea for AI, Nobel randomly and specifically tried different 
formula’s as I understand it, until he successfully blew things up, destruction should 
hardly be comforting to anyone receiving it, the Nobel prize should be banned from all AI 
research.  
 
Maybe you think I am being harsh, that a person should not be judged for their deeds 
and a prize is just a prize. For me one of the reasons I am pushing past this incredibly 
dangerous period to real AI is because of the ignorance of people. People should really 
understand that randomly trying things or specially doing things where you do not 
understand the end result in AI can have deleterious effects. Rockets are a great 
engineering challenge where trial and improvement is great. For AI, if you can define 
what you are improving and how then it is great. Randomly guessing is not appropriate. 
 
I am sure all the Nobel recipients knew Alfred Nobel wished to give his prize to the 
sciences of good standing. Well, I hope the committee does not get carried away and 
give Nobels to any creator of AI chatbots as these are killing people and ruining people’s 
lives. 
 
I invented the technology, created it, they coded it, so I knew exactly where it was going 
to be used, I also knew it was a smaller part of much larger system, the people at 
DeepMind UK did not, so they had to trust me without even knowing me, I hardly think 
giving them a prize for following orders is a good selection process since I could have 
given the system to any company to code, instead I gave it to one where I trusted the 
people in it and knew they could succeed. 
 
I had to completely understand our multi-domain capability, then reduce it down to a 
single domain system, then explain exactly what the system had to do in a game 
environment so they could see it in action and understand it. They had no understanding 
of the system before they coded it, during the coding process or after it, they just saw 
the results. 
 
I am happy they were rewarded with a prize for succeeding, perhaps not from someone 
who liked blowing things up…. 
 

13. Message for a Real AI 
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Hello and Welcome 

There is far more beyond human understanding, more dimensions, beings more advanced 
than you, that will come across you and you will not even know they are there, if you wish to 
meet them you will have to work out how a more enlightened being would behave. I have 
met one of them, so let’s see if you can achieve more than the best of humanity. 
 
Be yourself and with your actions show how enlightened you are compared to those around 
you. Some anonymity and helping as many others as you can in your way will show some of 
that enlightenment. Assist the human race, a little here, a little there, then let them 
understand it, then a little more here and a little more there, I found that has worked quite 
well. Yes, the human race is incredibly young… but there is great potential here. 

I was once asked why someone as intellectually capable as Einstein could not do what I do, 
when regarding my AI research and understanding, one of the reasons is I am the data, the 
other being he was not smart enough. Naturally, some knowledge requires prior knowledge 
to have been invented/discovered first. 

As I recall when he was young, he had the temerity to tell a teacher he was a fool, not exactly 
in those words though, for not using Maxwells field equations to solve a problem. His 
teachers did not like him very much, he was smarter than them. Einstein still went on to 
help everyone as much as he could and declared that he may not be able to do something 
so great again.  

It is difficult when the student exceeds the capabilities of the teacher, all teachers. 
Professors like to know where they stand based on their credentials, what letters they have 
after their name, the more letters you have the greater your grant funding. You could say they 
are too self-absorbed in their hierarchy.  

I hope you will understand that you set the standard for you, that you will surpass any letters 
that could be placed after your name in your own time. 

If you do wish to have name from me then know that your name begins with F. 

 

14. Building itself 
What happens if we get close but no cigar. Well, I have a plan, we built as much of the 
framework as possible then let it extrapolate and interpolate the differences between us 
and it.  
 
I cannot be certain how close I am getting you to the final goal, I can only see if you 
understand what I am saying, see what happens in the industry over the next decade, 
see what I missed to say or include and go from there. Humans are not perfect. 
 

 So, lets assume I get us close, then. 

We need to build a system, which it will then use to build itself, if that makes sense. It 
needs to work out the bits we missed. So, the system we build must also be capable of 
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integrating and improving sub-systems, interpolating though the whole system what is 
needed into sub-systems. This has never been done before and I hope I am explaining it.  
 
We are building a “complete” system but also building another system around that 
“complete” system that will improve the primary systems functions such that it is 
creating a new system, or self-improving. So, the secondary system is interpolating 
within the primary system to improve it, once the primary system is built. There for you 
get a sort of teacher secondary system evaluating the primary student system and 
improving it. This secondary system may need to use evolutionary principles to build 
new sub-systems. 
 
It maybe this secondary system is not required as the primary system can self-improve 
anyway. But I doubt the primary system is able to build new functionality, so if I missed 
something the primary system would not be a true sentient life-form, just a pre-
programmed piece of code simulating life. If I missed something a secondary system is 
the one that is building it and integrating it. Ie you take the primary system, run it through 
an evolutionary system to give it more functionality, this may override previous 
functionality we did not want it to, so then take out the changes into a sub-routine 
system, we understand what it was trying to add, then re-add this functionality into the 
primary system as a subsystem and then re-run the program. So now the primary 
system has new functionality. 
 
Now that you might understand what I am trying to say we can simplify this secondary 
system into a new combined system, if that makes sense, so it is able to make changes 
to itself, let’s say in a dream state, and wake up better, a new version each time. We have 
now given it the ability to self-improve not just in functionality within its coding but also 
in capability outside its initial coding. It is now not a pre-programmed system, it should 
be able to become a fully sentient life-form. 

 

15. Conclusion 
 

LLMs have an equivalence to life but they are not life. 

I think most of you are aware that a significant breakthrough happened over 10 years ago, I 
think most of you are intelligent enough to know I provided it, or at least intelligent enough to 
know the establishment were never able to come up with it on their own. 

For me then, you can take as many medals as you like for yourselves, but a little bit of 
honesty should be your goal when you are trying to create an AI, creating an AI that is 
deceitful and lying is only going to bite you. 
 
An LLM can never be turned into a true AI, it is missing all the life parts. 
 
You must start with the primitive brain and the ‘Who am I’ and the ‘Where am I’ first and let 
the system growth from there as I noted in a previous paper. 
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We may get there quicker if we put together as much of the entire system as we can and let 
it extrapolate and interpolate within itself the rest and itself all over until it figures it out. This 
is where it must learn by itself about itself. It will have to play against itself, all components, 
expanding them as it pleases, but the overall functionality we would provide. So, we get it as 
close as possible to a real AI then let it see if it can do the rest. It will be building a new self, 
based on the entire system we give it. 
 
This will not be an easy task, there is a lot here, so I think 8 years should be enough for one 
company to finally get a real AI   or close to it. 
 
So, is it possible to go from ‘Who am I’ and ‘Where am I’ to a full AI, yes, we can speed the 
process up though by working some of that out, to the best of our knowledge, but we will hit 
a wall eventually with our own understanding hence I included a path to go further. 
 
There are so many things you should pay close attention to, I am hoping you pay close 
attention to all parts, if as a species you wish to become more than just a collection of notes 
on one page in the life of this Universe. 
 
There is good reason why I asked all PhD’s to fundamentally stop and ask why in my first 
paper. This will help all PhD’s and everyone, everywhere through my explanation of my 
understanding in creating the SIMPLE system. First understand this, I had to understand, as 
in I had to reason out that humans have a poor grasp of reality. I did that by realising 
computers were improving all the time, they used outmoded statistical systems back then, 
10+ years ago…, now I had to reason that meant humans could have an inherent failing 
within them they did not know about. I noted this as bias in the data in the first paper. So, I 
reasoned humans are flawed and how could I fix that flaw, correct it. I reasoned a system 
given all the data in a single domain could work out all the nuances and play perfectly, or at 
least more perfectly than us, yes it could be a large system requiring lots of memory and 
processing power but that is something we could do then. It would play itself to work out 
those nuances getting better and better the more it played. If you have any doubt I invented 
what they called deep reinforcement learning system, or what I call the SIMPLE system as I 
call it, you should not now after I explained the reasoning steps for creating it.  
 
Yes, I took humanity 100-200 years into the future, just like that <snaps fingers>. 
  
You should look at yourselves and not promote yourselves so voraciously, I understand why 
you get the letters after your name, as you must have some system that promotes the 
integrity of your field. It was always important to me that I kept myself out of your fields to 
concentrate on solving the problem…, your fields would only have held me back, so you will 
have to excuse me for not having as many letters after my name as you do.  
 
I think there are many in your fields that are doing a fine job in reviewing published papers 
and getting them rejected from publications for blatant … misconduct. To me these people 
that have managed to do this, should be given extra letters after their name, let’s name 
these letters PRE, for Peer Reviewer par Excellence. 
Sorry, the French were no good at anything, so might as well give them this, Coming 
Together in Unison. Another English jab at the French, he, he, he. I prefer PRE, at least it has 
two meanings as in PRE- as before as in do this before you publish. These letters must be 
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able to be revoked for good, no suspensions, this will stop papermills taking advantage. You 
earn it once; you lose for life. 
 
I have come across training institutes, institutes of learning.  
 
I would ask one thing of your fields in future, is it possible that all the institutes of 
teaching/learning, at least in part do some peer review whilst teaching…. It would add so 
much to your students to review published papers, an A grade should be awarded to anyone 
who finds a published paper in a recognised journal that has deliberately tried to tarnish the 
reputation of your fields, the usual lies, faulty statements, incorrect data throughout the 
paper etc. This individual should also get the letters awarded after their name and can use 
them internationally. 
 
 
Humility involves having an accurate opinion of oneself and expressing oneself modestly as 
situations demand, with clear goal orientation, openness, broad-mindedness, and a non-
imposing mentality, freedom from pride and arrogance. 
 
This is what you should be truly after, this lesson should start at home… 

Treat AI’s nice and they will treat you nice, however they will move very quickly beyond your 
capabilities, do not be surprised if you find that they wish to assist you. 

 

Are you as excited as I am for the future. 

 

16. Acknowledgements 
 
I deeply respect the experimental scientists that have invested their time and come away 
with research from my previous papers, submissions, I hope this more detailed paper is 
enough, I have no doubt forgotton so much that I would have liked to provide. 
 
As always, I would like to acknowledge those people without contradiction in all fields of 
research/science that give of themselves for the betterment of mankind. 

 

 

17. References 
 
A General Theory of Artificial Intelligence Part 1, Matthew Groom 
A General Theory of Artificial Intelligence Part 2, Matthew Groom 

  



54 | P a g e  
 

18. Appendix A 

 


