
Fixing Reference Hallucinations of LLMs 

November 29, 2024 

  Stephane H. Maes1 

Abstract: 

In October and November 2024, using popular LLMs like OpenAI ChatGPT (4 and below), Azure OpenAI and its 

Copilot instantiations, Google Gemini and GenAI LLM tuned for scientific papers like Zendy, asking a question and 

references produces with every LLM fake references, well constructed, but with different titles or authors than the 

web or journal reference actually associated to the citation, or sometimes totally invented.  

Prompting to ensure that the reference exists and is correct may help for some, but in general it does not. Others 

have reported similar issues when using these LLM/GenAI services to produce legal briefs, and other legal 

documents. 

This paper suggest simple ways to address this, instead of trying to just improve the LLMs and hope hallucinations 

will be reduced; they won’t, no matter what, they are inherent to LLM. It is very surprising and mindboggling that 

LLM providers have not been implementing these kind of solutions: just check if the references exist, are correctly 

cited, and relevant to the paper/context.  

We also expand the approach with our MultiAI approach to improve on the previous approach, or address other 

hallucinations; actually eliminating in our tests. 

____ 

1. Introduction

LLM hallucination is a well-known problem [4,5] of LLM / GenAI [4]. It is usually due to the data or to the models. 

An interesting problem comes from hallucinating references and their citations [6,11,12]. This is the case for 

scientific publications, but also when generating legal documents [8,11], as for example anecdotally reported in 

[7], and in many other articles on the web. 

We did some experiments with different leading LLMs, and all generated immediately (not later in the 

conversation) fake scientific references. It happened on the first draft. Ironically, asking Google Gemini on 

November 26, 2024: “Give me some key references of LLM hallucination. Please check that they exist, not fake and 

are correct.”, the response included a key reference as follows: 

Gemini: "How Language Models Could (and Should) Hallucinate Scientific References" (Durmus et al., 

2023): This paper specifically examines the issue of LLMs generating fake scientific citations and explores 

potential solutions.  
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No such paper exists, from this author. Worse the arguments of the citation (i.e., URL and arXiv code) proposed by 

Gemini is [9]. It is unrelated to this title, author or topic! It guarantees that is not an obscure reference not easily 

found. Instead we know for sure that it is fabricated. Checking it immediately identifies that there is a problem. 

When pointed out Gemini and Meta AI service (in WhatsApp) apologized and admitted having invented them. It is 

not clear that they were actually an admission, or rather part of how it had be trained to interact with the end 

user, following a “the user/customer is always right” kind of script. On the other hand Microsoft copilot2, reacted 

very badly! Instead of admitting anything, it anecdotally tends to accuse the user to have tricked him, then that the 

user lied. Interesting isn’t it… And then, a replacement reference may be as bogus as the first one. 

All the LLMs out there that we tested have similar hallucination problems. Perplexity seems the best behaving, but 

it exists too. 

As discussed in [10,21], these kind of hallucinations are a real a danger to science (and other disciplines), especially 

if part of document presents formally, with authority and confidence and sounding correct, with fabricated 

citations to justify its statements. It does not matter that such statements may be correct. Of course it is even 

worse if the statements are also incorrect. Surely, we can understand that it renders a paper with fabricated 

reference worthless, fake news and misleading. When it comes to the authors of the paper, the loss of credibility 

and implications can also be disastrous. The same is true for student homeworks, or papers, or legal documents 

that may be statements assumed made under oath, or for works done against (large) compensation, or on the 

basis of credibility, expertise and experience of the authors. If this happens, many should mistrust GenAI LLM 

tools, and avoid using them for anything serious output. And this adds to concerns about privacy and 

confidentiality with using these tools, unless if it is entirely in the control of the user, or its employer; something 

often prohibitively expensive by now. 

There are lots of efforts and investments done trying to detect, predict and mitigate hallucinations[19], including 

for examples references [8,11,13,21,22]. They, and many others, rely on understanding what happens deep in in a 

LLM, and predicting or mitigating the effects to reduce hallucination. It is great, but we doubt that this will lead 

anywhere useful as we know that hallucinations are inherent to LLMs [14,15,19,20]. Indeed, LLMs are just 

predictors of new word patterns based on past history of such patterns encountered during their training or fine 

tuning. In the context of what a LLM does, generating a well-structured citation, fabricated to support a statement, 

is a normal output based as far as the LLM is concerned. Teaching it to generate, some but not other is a lost 

battle. Even constraining it to only use RAG content is tricky, and forces somebody to have already create, and 

maintain an always up-to-date database of all the relevant past and recent bibliography. Yes, it may work but it is 

significantly reducing the value proposition of document generation. Then again, the Google Gemini example 

shows that it probably still won’t guarantee no fabricated references  

Contrary to what many seems to believe and argue in the press, on the web or in the literature, LLMs are stupid 

systems that can only learn how to construct sentences or text, detect, repeat, and predict best suited patterns in 

a given context. Reasoning capability with chain of thoughts type of approach [34-36], as now considered by some 

as part of LLM with, for example allegedly ChatGPT-4o, are after all mostly prompt chaining, which requires 

designs, and just as RAG amounts to using non-AI to make AI, better AI. They are in fact hybrid rule -based / AI 

systems. Which is fine but “learned all the way”. AGI needs to be able to learn more and better rules or algorithms, 

and do it by itself based on reasoning, common sense, evaluation of the result and its consequences, and 

experience kept in memory as life experience lessons. 

 
2 This was the case of early versions still named ChatGPT, offered through Skype. The same behavior was 
observed in Copilot, but a while ago. More recently the LLM seems to have been tamed when it comes to how 
it reacts to the user, but not with respect to preventing fabricated references. 



No LLM architectural improvements, dataset enhancements, or factchecking mechanisms will solve the issues at 

the level of the text (or multimedia generation). It is laughable to see experts claim that they are leading us to AGI. 

They aren’t! Many additional concepts must be introduced. In fact one may argue that while LLM/GenAI will 

become a useful tool, it is probably a distraction towards reaching AGI! Others corroborate our view like for 

example in [16]. 

We provide approaches to address the reference / citation fabrication problem. They are based on simple common 

sense. The first one is an example of good engineering of a LLM system or application, the other ones are examples 

of MultiAI [1,2]. Our proposals to address reference hallucinations, or even more generic hallucinations, are other 

variation on the theme of chain of thought, going beyond pre-canned prompting template, along with possibly 

dynamical use of AI to discover, or select, or optimize the prompts, iterations and algorithms [1,2]. But what is 

really important is that there are reliable simple ways to address hallucinations that any LLM provider could use 

today. Yet they don’t.  

 

2. Just Check The Citations! 
 

2.1 Understanding Reference Hallucinations 
 

As mentioned in section 1, LLMs are inherently hallucinating [14,15,19,20]. Nothing can be done about it within 

the LLM, despites all the research thrown at the hallucination problem. 

Let us consider textual hallucinations. Hallucinations come from problems with model or data, so that some 

patterns of words or sentence become highly globally, or locally probable. It can lead to unrelated or garbage story 

or even garbage text. As GenAI using LLMs is about generating new text never seen before, it is very hard to learn 

“forbidden sequences” of text, especially if it applies to a certain new context but not others: we can only teach 

after if an output is ok. Sure, some fine tuning and reinforcement learning can teach them later after they have 

been discovered, but then again, in another context or for another paper, the combination may be OK.  Adding 

more training data, however well cleaned or selected, and building new or larger models is of little help. 

Addressing these issues require solutions external to the LLM. 

[11] identifies a possible way by asking questions about a text segments, in that case references, and checking 

inconsistencies between original text and the answers. They assert that when inconsistencies appear, e.g., the list 

of authors changes, they are probably hallucinations, and in this case fabricated references. We will take 

advantage of this later. 

In the case of papers with references, it is easy to see why they are natural targets for high rate of hallucinations. 

Anecdotally, playing with Gemini (up to 2.0), ChatGPT (multiple versions), Microsoft Copilot, Zendy and others like 

perplexity, and asking scientific questions, gets resulting text that is usually correct, while fabricated references 

creep in very often. Indeed, they are, by definition, related to, detailing, justifying or historically tracking a very 

specific topic, or assertion. The LLM has learned how they are associated to the assertions, their format, and the 

list of journals, publications, or repositories that are used in a given context (e.g. legal vs medical vs Physics or 

mathematics). Also, it has learned through its training, or fine tuning data that it is good practice to associate 

references whenever something is referred to, asserted or summarized that is not original to the present paper 

and research. Therefore it seeks to do so. When it can’t find an optimal reference, it is therefore pushed by its 

model to create one that seems plausible: i.e., with a related title and journal, publication name, authors, or 



repository. If authors are missing they will be selected optimally as best suite pattern. This is also why consistency 

checks as in [11] seem to provide a possible mitigation strategy: ask question and spot inconsistencies. They may 

be on the list of authors or the details of the publications: these were made up based on the context. Under new 

context they are new optimal combinations pop up and the citations change.  

The previous paragraph implies that just asking the LLM questions about text may not work for more generic 

hallucinations. Indeed any text will probably change with the context, and a LLM has limited reasoning capabilities. 

We need to be more clever to address those. We will take a stab at it later. 

Note also that relying on RAG does not help. RAG provides a repository of relevant / related knowledge relevant to 

a domain, which is then pulled based on the user’s prompt, to be part of the prompt built and then actually fed to 

the LLM [23-25]. It is a non AI step, and it will not work for new document generation if one want to use references 

beyond what the knowledge base contained. Of course if one intends to limit the references to the repository then 

it is possible to reject any other or fabricated references.  Such a system will work, and can be seen as a particular 

case of the system described in figure 1. Such a system may be sufficient for journalists, blogs and web site that 

only reference their own past publications.  Fine-tuning does not help either as again one expects that the 

references are not from the fine tuning data, and, in any case, we now know that new references will be created 

by the LLM. 

 

2.2 Search For It 
 

Instead of pestering the LLM with questions about its references, which in fact does not lead it to fix the problem 

but often to just created another hallucinated one, the first approach that we proposed is deceptively simple, yet 

apparently never implemented. It also does not involved LLMs in the second phase, although it might 

subsequently. It is based on the idea already mentioned that AI, AGI or even GenAI should not just be a LLM, and 

LLM/GenAI tools like prompt generators, training and tuning tools, LangChain, MLOps or RAG, and many others, 

but instead requires much more [23-30].  

In the cases that are the focus of our paper, it is easy to identify the references, citations and bibliography in a 

paper. 



 

Figure 1. A document is generates based on prompts. References and their citations are extracted, this may not 

require AI. The references are validated by checking their existence, by searching the web and paper databases. The 

paper is updated to handle problematic / unverified references. The process can iterate. Different LLMs can be 

used, albeit as same LLM is also working. LLM2 is optional, and it could be LLM1. 

Then, it is trivial to execute a search (Web, Citation Databases, etc.) of the references, using the citation and 

determine its existence and If the citation is adequate. Especially in the case of Google Gemini, Google with its 

indexing of the internet, patents, court  cases, Google scholar, library book indexing etc., is certainly capable to 

ascertain the correctness of most references. The same holds or Microsoft with Bing. Perplexity does the same but 

it seems constrained in terms of the literature that it can use, i.e., most preprint, public chats and web articles, not 

paywall articles, and even less books. That is another issue with current LLM: most may not have seen the main 

source of serious say scientific content contained in (non-digitized) books and beyond paywalls. 

Unknown citations, which are not found by search, can then be filtered out, marked as non-verified (possibly 

versus the others marked as verified), or follow other steps as in section 3. 

Anyway,  the proposed workflow is represented in figure 1.  

The search may be limited to a certain repository to implement one of the cases discussed in section 2.1. You 

would think that a service like Zendy aimed at offering access to scientific publication would take advantage of this. 

It does not because, rightfully in our view, it also linked other references not accessible directly through the 

service. 

 

2.3 Why not? 
 

LLM service providers do not implement such a solution either because they never thought about it3. Or rather 

because of: (Arguments received from Google) 

 
3 Really? That may be the case but it would be somehow surprising. 



A lack of real-time access, or because the LLM relies solely on it’s internal knowledge and patterns to construct 

a plausible-sounding reference, failing to cross-check it with external sources, or more probably because of the 

cost of such a extra step.  

For providers like Google or Microsoft, the cost or access to indexes of the web and publications or publication 

repository seems hardly an “external access issue”. Frankly, a provider like Zendy must have its own repository 

also. Sure the cost of the systems (more servers), and the extra response time due to executing searches and 

analyzing the outcome of some form of search query may be an issue. But so what? After all this may be a “do or 

die” situations for LLMs, or at least certain use cases. It is certainly frustrating to have to manually check any 

references, although we would argue that it is what would have to be done anyway by serious authors: LLMs 

should be a tool to prepare research, or finalize paper writing, not a replacement to it! Yet the risk of introducing 

fabricated references, possibly unbeknown to an author in the last pass of a paper, undermines confidence in LLM 

tools for serious purposes. The credibility impacts and legal risks are just too big. 

In any case, our view here is that it behooves to Google and other AI LLM providers to address reference 

hallucination, and at, the minimum, performs checks as we proposed in section 2.2, now that we see that it is 

easily achievable, and resolving the issues.  Not performing such check, should lead to liabilities of the service 

providers both for producing irresponsible poor service, and for false advertisement of capabilities, but also for the 

possible longer terms consequences of their incorrect references. If they do not do the check, they should 

explicitly mark all (or any unchecked) references as unverified, in their output. This would warn less knowledgeable 

users, and avoid some of these potential liabilities. Today, as for many other parts, the way that LLMs are 

presented is really false advertising selling broken product to subscribers. Alternatively, a service provider 

implementing the proposal of section 2.2. would be able to differentiate in trust and credibility, and should win 

business for serious GenAI. Perplexity.ai seems to take that road, although apparently not yet implementing what 

we propose. 

All this is also important not only in order to maintain confidence in science and LLM, but for security / safety 

reasons when it comes to medical documents and legal liability reason when it comes to legal and court papers.  

But, we have an additional concern. It really matters because if we allow LLMs and LLM Service providers to 

generate more goop as bibliography, it will become harder to detect these fabricated references, e.g., if they 

appear in other papers, and weaken a solution as proposed here, bringing everybody to the starting block with no 

straightforward solution. Of course, one could then put in place credibility systems, that not only verify correctness 

of the citations, but also vet the references based on say the credibility of the sources, publications, number of 

paper referencing this reference, etc. But this would have the problem to disenfranchise other authors like experts 

in another field, or amateurs researchers, especially if they do not belong to academic or well-known corporate 

research institutions. It may stifle innovation4, especially in an (academic) world where publications play such an 

important role in hiring, or to careers and promotions; a wrong and perverse role in our view [37]. Sabine 

Hossenfelder has a strong view, and published a lot about it. A starting point can be: [38,39], but she has many 

other recent blogs and videos on the subject5.  

 

 
4 And yes, it might help with crackpots…  
5 Note that she is controversial, and she may have shift to a too extreme point of view in some of her latest 
publications. Citing her does not mean endorsement of all aspects, just referring an author who has pointed 
out problems with Academia and its (sole) emphasis on publications. 



3. MultiAI to the rescue 
 

In [1,2], we proposed MultiAI, combining multiple LLM engines, rules base systems, and other AI engines to 

implement optimal document / media generation in a particular domain or context, and systematically beating the 

best LLMs out there in terms of quality of the outcome.  

The main reason is that determining whether a reference exists may not yet be sufficient. I would be even better if 

we could determine if the reference is useful or relevant, and details or support the statements made in the paper. 

In the present case, we have a particular case of MultiAI, where: 

• A first LLM generates a document based on prompt and context, including possible fine-tuned LLM or 

RAG. 

• The same or another LLM is used to identify references/citations and bibliography. 

o It could also be a non-AI system as in section 2, but using AI allows us to be better track the 

reference, and the context in which it was used or statement tat it is supposed to support. 

• The web and DB repositories are searched for each reference, as in section 2: 

o Authors, and citation are checked to see if they are correct and exist 

▪ At the difference of section 2, AI can also be used to compile a DB of references / 

bibliography (and papers referencing them), a bit à la Google Scholar.  

o Then a LMM is used to understand the reference abstract, if the information is available,  or the 

whole document (or a summary), if available to determine if it relates and discusses the subject 

of the reference in the original output, and supports or details the related statement. This is way 

harder to do with a solution à la section 2.2. It can include inferring if the references are 

fabricated or not by asking questions about them as in [11].  

• Verified and deemed suitable references are kept, and possibly marked as verified (if output of AI system, 

vs. a homework, scientific or legal paper, for which they probably should just be kept in the paper, 

without additional annotations). 

• Unverified references should be removed and replaced by others, verified references, for example 

obtained by querying another LLM, or text detailing what they were supposed to describe instead of a 

reference. 

o In some cases unverified references could be highlighted, and marked separately as unverified or 

untrusted to let the user decide or investigate. 

o If a Google Scholar-like DB has been compiled but the solution, unverified references, i.e., not 

encountered explicitly as part of the search, could be considered as verified if they have been 

cited by other reputable (often cited) papers6. 

The approach is summarized in figure 2. 

 
6 Of course this may be fooled if many other authors are using fake references from LLM… However one can 
expect that the hallucination does not consistently fabricated the same fake references, even in a related 
context. It is related to [11]. As we discussed earlier, if AI generates a plethora of fake references that make 
their way to the literature, such kind of check will be harder to rely on. 



 

Figure 2. It shows an evolution of the proposal of figure 1, where multiple LLMs are used. LLM2 can be used to 

determine suitability of the reference for the statements they support, and ask questions about them. LLM3 can be 

used to rewrite with new references or replacement text any problematic references. Iterations can take place, 

possibly with different LLMs at different iterations. Only new, or initially problematic references need to be verified 

at a next iteration. 

As one can see, the main differences between the options of sections 2 and 3, is the use of MultiAi to find 

references in the original output, to understand the reference abstract or content and to estimate it suitability as 

reference to a particular aspect of the original output, and to rewrite the text with replacement text, or new 

references. Otherwise, both similarly verify the existence of the reference. Except that this may also include 

querying the LLM about the references to find inconsistencies per [11]. 

A priori, the above can be done with just one LLM, but mixing multiple allows “a different pair of eyes”, and 

typically no two LLM hallucinate the same way, except ironically when it comes to the citations for hallucinated 

references... The improvement obtained with different LLMs, especially if they can be specialized for a specific 

task, or for what they are the strongest at, or been trained / fine-tuned for. 

4. Handling Broader Hallucinations 
 

The MultiAI presented in section 3, and based on [1,2,53], can be used to prevent or mitigate other types of 

Hallucinations about other parts of a document or media. The approach goes as follows:  



 

Figure 3 shows a MultiAI version [1,2]7 of fixing the hallucinations in the document, involving multiple LLMs possible 

specialized for certain tasks or trained or fine-tuned for certain domains. 

• The output of the first LLM is passed through one or multiple LLMs to check items like: 

o Style, spelling and Grammar 

o Consistency of the content of a paragraph in the broader context 

o Plagiarism, which can be a sign of plagiarism, or a sign of having fabricated content based on 

paragraphs seen in the training data. 

o Consistency of the content of a paragraph with the knowledge in the literature, in the context of 

the output content: 

▪ Segments corroborated on the web, past papers etc., and consistent in the context of 

the paper will be considered as strong. 

▪ Segments apparently inconsistent with the literature will be flagged as “to be 

investigated”. 

▪ New segments may be checked for their logic, if within the capabilities of one of the 

available LLMs, and flagged or improved otherwise. 

o Segments to be investigated: 

▪ Can be further processed by other LLMs 

▪ Can be presented to the user for confirmation: 

• This can be done via a chatbot / conversational interface [31,33,43-52] or a 

Copilot à la Microsoft Windows Copilot, asking questions about the segment 

to confirm or change its content, or obtain approval of the segment by the 

user. 

This kind of process allows reducing the risk of outputting inaccuracies, lies as well as non-sensical content. Fixing 

references is part of the process. 

 

 
7 Here the overall flow and LLMs are a priori fixed. In MultiAi, AI could also dynamically optimize them [1,2].  



5. Cost and complexity 
 

Searches, multiple AI engines, and iteration adds to the cost and complexity of the resulting system, but only as a 

multiple of what is obtained with a single LLM.  

Using opensource LLM, like the Llama family [40], or SLM (small LM), are a way to reduce complexity, execution 

time and cost. In fact, we know that for knowledge distillation can best performance (for a particular domain) of 

LLMs (see [41,42], and references therein). 

 

6. Conclusions 
 

The approaches that we propose rely on the fundamental fact that hallucinations are inherent to LLMs, and that 

LLMs are not the way to AGI and human level intelligence (MultiAI may be [1,2,53]). We essentially do not believe 

that fine tuning, training or adding more LLM refinements to a LLM will solve anything. Math-based and step-by-

step reasoning promised by OpenAI with ChatGPTo3 etc. is also wishful thinking, may better improving math 

problem resolution, but not reasoning (Note added on December 22, 2024: [54]). These are just way to navigate 

and decide the chains of thoughts, not much more. 

Instead we put LLM is a broader framework that iteratively processes the output of a LLM to verify references or 

broader content, by checking existence of these references, their consistency, credibility, and adequacy for the 

domain, context. This can be done by simple search, or with other AI engines. 

These approaches are particular cases of our MultiAI approach that mixes and matches, statistically or dynamically 

optimized, LLMs and other AI algorithms  (e.g. à la old AI), to iteratively improve content generated by (Gen)AI 

[1,2]. Future (AGI) reasoning capabilities will then come from being able to see the outcome of a reasoning and 

evaluating it suitability, and consequence. Ideally it will also contribute to a memory bank of lessons learned ,for 

the next time, to help in such evaluations, end evaluating the impact of an output. 

These solutions can be implemented Today, and immediately significantly reduce the references, and other, 

hallucinations. Searches, multiple AI engines and iterations adds to the cost and complexity of the resulting 

system. However using open sources LLM, SLM, and knowledge distillation can help. 

____ 
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