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Abstract

In this article we consider operators of the form 9§ + A(s)§ where s
lies in an interval [-T,T] and s — A(s) is continuous. Without boundary
conditions these operators are not Fredholm. However, using interpolation
theory one can define suitable boundary conditions for these operators so
that they become Fredholm. We show that in this case the Fredholm
index is given by the spectral flow of the operator path A.
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1 Introduction

1.1 Main results

Definition 1.1. A pair H = (Hy, H;) is called a Hilbert space pair if Hy
and H; are both infinite dimensional Hilbert spaces such that H; C Hy is a
dense subset and the inclusion map ¢: H; — Hy is a compact linear map.

Both Hilbert spaces in a Hilbert space pair are separable by [FW24, Cor. A.5].

Let (Hy, H1) be a Hilbert space pair. An operator A € L(H1, Hy) is called
symmetric if
(Az,y)o = (z, Ay)y, Va,y € Hy. (1.1)

Note that while the notion of symmetric depends on the inner product on
Hy it only depends on the inner product on H; up to equivalence. Namely, we
call two inner products (-,-) and (-,-)" on a Hilbert space H equivalent if there
exists a constant ¢ such that

1
Ml < el < cllzll, 2l = Viw,2), Al =/, 2),

for every z € H. One calls ||-|| and ||| the induced norms.

The condition of being symmetric is kind of asymmetric. While it depends on
the Hy-inner product, it only depends on the H;-inner product up to equivalence
of norms. A more symmetric notion which only depends on the equivalence
classes of the Hi- as well as the Hy-inner product is the following notion.

Definition 1.2. An element A € £(Hy, Hy) is called symmetrizable if there
exists an inner product (-,-) on Hy equivalent to the given inner product (-, ),
such that A is symmetric with respect to the new inner product (-, -).

We abbreviate by F = F(H;y,Hy) C L(H;, Hp) the set of symmetrizable
Fredholm operators of index zero from H; to Hy. We refer to the elements
of F as Hessians. We endow the set F with the subset topology inherited
from L£(Hy, Hp). We define 7* := {A € F | 3A~! € L(Ho, H,)}. To indicate
invertibility visually we shall use for the elements of F* the font A.

Taking adjoints gives rise to a bijection (see Lemma 2.7 for details)
x: F(Hy,Ho) — F(Hy,HY), A~ A" (1.2)
which has the property *x = Idz(g, m,) and maps invertibles to invertibles.

Remark 1.3. Note that (1.2) would not be true if one would replace symmetriz-
able by symmetric. In fact, the adjoint of a symmetric operator A: H; — Hy
does not need to be symmetric. This is due to the asymmetric property of the
symmetry condition mentioned above. Indeed the symmetry of A: H; — Hy
depends on the inner product on Hj, while the symmetry of A*: Hy — Hf
depends on the inner product on H; which can be used to identify H; with Hy.



In the following we will consider paths of Hessians. Although in many appli-
cations one has paths of Hessians which are symmetric for a fixed inner product
on Hy, and not for a time-dependent one as in the symmetrizable case, the ad-
vantage of relaxing the symmetry condition to the symmetrizability condition
is that it gives a wuniform way to treat paths of Hessians and the path of its
adjoints.

Let I be an interval of the form
R, I-=R_=(-00,0], I;=R;=10,00), Ir=[-T,T] (1.3)
Relevant path spaces are defined by
Py(I) = Py(I; Hy) := L*(I, Hy),
Pi(I) = Py(I; Hy, Hy) := L*(I, H)) N W"2(1, H),

and these are Hilbert spaces with inner products

<v,w>P0 :z/}(v(s),w(s))o ds

and

(v, 0)p, :=/<u’(s),w’(s)>0 ds+/<v(s),w(s)>1 ds. (1.5)

I I
Definition 1.4. Denote the space of continuous paths of Hessians by

Ap:={A: I — F continuous}.
The Hessian path spaces are defined by
Al ={Ac€ A, | A_p := A(-T) and A7 := A(T) are invertible}
Aj, ={Ae Ar, | AT := lim A(s) exists, A" and A(0) invertible}

S§—00

A ={AeA; | A7 := lim A(s) exists, A™ and A(0) invertible}
s——00

An={Ac A | AT = lirin A(s) exist and are invertible}.
S— 00

For A € A}, where I is one of the four interval types, we define the bounded
linear operator
Da: Pi(I) = Py(I), & 08+ AL (1.6)

Definition 1.5 (Projections). Assume that A € F*. Let Hy/, = H;/2(A) be
the interpolation space between the domain and the co-domain of A, namely
between H; and Hy in the case at hand. We denote by

m e L(Hy),  wt=Id-n} € L(Hy),

the projection to the positive eigenspaces of A along the negative ones, respec-
tively to the negative eigenspaces along the positive ones. The images

Hi (A) = (Hy)

are complementary closed subspaces of Hj s, as explained in Section 2.2.



Definition 1.6. For each of the four interval types I we introduce augmented
operators as follows. For A € A} we abbreviate Ayr := A(£T') and define

@AI Pl(IT) — Po(IT) X H;(A_T) X H;(AT) =: W(IT;A_T7AT)
& (Dagml e r wer ).

For A € A}, we abbreviate Ao := A(0) and define

(1.7)

Da: P(Iy) — Po(Iy) x H;(Ao) = W(L;Ag)
¢ (Dag,mio60)
For A € A} we abbreviate Ag := A(0) and define
Da: P(I-) —» Py(I-) % H;(Ao) = W(I_;Ay)
& (Dagn™os).
For A € A we define

:DAZ P1<R) — Po(R)
& Djé.

The main result of this article is the following theorem in which I is any of
the four interval types. The proof uses [FW24, Thm. D]; see Theorem 4.20.

Theorem A. For A € A} the augmented operator ®4 is Fredholm and
index® 4 = ¢(A) where ¢(A) is the spectral flow of the path A of Hessians.

Remark 1.7. In the case I = R Theorem A is the classical spectral flow theorem
of Robbin and Salamon [RS95]. Strictly speaking, they proved the Fredholm
property under an additional assumption on the path A, namely they required
the existence of a weak derivative. It was later shown by Rabier [Rab04] that
such a weak derivative is not needed to obtain the Fredholm property.

Although the special case I = R was known before our proof, even in this
case it differs rather from the proofs of Robbin-Salamon and Rabier. While the
Robbin-Salamon proof requires the rather involved infinite dimensional transver-
sality theory [AR67] to perturb the path of Hessians to make it transverse in
order to achieve only simple crossings of the eigenvalues at zero, our proof on
concatenating finite intervals does not require these techniques. Instead we use
elements A in the resolvent set to shift the operators D to operators D%, de-
fined by (4.53), for which the issue of non-simple crossings of eigenvalues at zero
can be avoided.

Given A € A7 (Hy, Hy), then —A* € A} _(H, HY) by (1.2). We define the
adjoint of D 4 in (1.7) to be the augmented operator associated to —A*, i.e.

@2 =0 g Pl(IT,Hg,Hf) —)W(IT;—AiT,—A}). (18)



Since the spectrum of an operator and its adjoint coincide, see Lemma 2.6, we
have for the spectral flow

S(A) = ¢(A%) = —¢(=47)
and therefore an immediate consequence of Theorem A is the index formula

index® 4 = — index®7%.

Acknowledgements. We would like to thank Fatih Kandemir for bringing to
our attention Rabier’s article.
UF acknowledges support by DFG grant FR 2637/4-1 and by Imecc Unicamp.

1.2 Motivation and general perspective

This article is part of our endeavor to find a general approach to Floer homology
as outlined in the section “Motivation and general perspective” in [FW24]. With
this goal in mind we therefore provide in the present article a comprehensive
study of these operators which play an important role in a uniform approach to
Floer homology.

Operators of the form 9y + A(s) for finite and half-infinite intervals appear
in the Hardy-approach to Lagrangian Floer gluing of Tatjana Simcevié.



2 Preliminaries

Notation. The Kronecker symbol §;; is 1 if i = j and zero otherwise. An operator
is a bounded linear map.

2.1 H-self-adjoint operators

In Section 2.1 let H = (Hp, Hy) be a Hilbert space pair. Let h: N — (0,00) be
the growth function of H and Hg = (H,),cr the associated Hilbert R-scale.

2.1.1 H-self-adjointness

Definition 2.1. A bounded linear map A: H; — Hj is called H-self-adjoint
or, more precisely, a self-adjoint Hilbert space pair operator, if it is, firstly,
symmetric in the sense that

(Az,y)o = (x, Ay)g,  Vao,y € Hy (2.9)
and, secondly, a Fredholm operator of index zero.

The requirement Fredholm of index zero guarantees non-emptiness of the
resolvent set R \ spec A # (), as we discuss right below. Non-emptiness will
be used over and over again in Section 4 for perturbation arguments, see e.g.
Step 4 in the proof of Theorem 4.2.

Remark 2.2 (Why Fredholm of index zero is important). As opposed to an
operator acting on a Hilbert space, say Hy — Hy, the Fredholm requirement
arises from domain Hy and co-domain H; being different in the case at hand.

Suppose A: H; — Hy is bounded, but not Fredholm of index zero. Then all
reals lie in the spectrum

R =specA:={N€R|A— A\: H — Hy is not bijective}.

To see equality suppose by contradiction that there is a real A such that the
bounded linear map A — A¢: H; — Hj is bijective and so, by the open mapping
theorem, admits a bounded inverse Ry(A) := (A — \t)~1: Hy — H; called the
resolvent of A at A¢ spec A. Thus A — A is an isomorphism, in particular
A— Mt is Fredholm of index zero. But since ¢ is compact, so is A. Contradiction.

Remark 2.3 (Spectrum of H-self-adjoint operators is real and discrete). In a
Hilbert space pair both Hilbert spaces are separable by [FW24, Cor. A.5]. If
interpreted as an unbounded operator on Hy, then an H-self-adjoint operator
A is a self-adjoint operator A: Hy D H; — Hy with dense domain H;. This,
and what follows, is detailed in Appendix E.

The spectrum of A consists of infinitely many discrete real eigenvalues ay,
of finite multiplicity each, which accumulate either at 4+oc, or at —oo, or at
both. By Theorem E.1, there is a countable orthonormal basis V(A) of Hy,
see Definition A.2, composed of eigenvectors vy € H; of A. The set of non-
eigenvalues R(A) := R \ spec A is called resolvent set of A. It is dense in R.



a) Invertible case. For invertible H-self-adjoint operators we use the boldface
letter A: Hy — Hy. Accounting for multiplicities we enumerate the eigenvalues
of A in increasing order and write them as a list with finite repetitions

- <a9<a1<0<a1<Lax <., S(A)Z(ag)(e/\, (2.10)

where the eigenvalue index set A C Z*, counting multiplicities, is of the form

Morse co-Morse Floer
A —A_UN -NUA; ~NUN=:7Z (2.11)
A {p_,...;2,1} or @ N
Ay {1,2,...;u4+}or® N

The number of elements #A_ (#A,) is the Morse (co-Morse) index of A.
Using the same index set A we write the orthonormal basis of Hy in the form

V(A) = {vileea C Hi,  Ave = apuy, (2.12)

where the eigenvalues accumulate on the set {—o00, +o0}; see Theorem E.1.

b) Non-invertible case. In this case the only difference is that A: H; — Hy
has a nontrivial, but finite dimensional kernel for which one chooses an ONB
V(ker A). In the notation A = 0 ® A of Appendix E, where A is invertible as
in a), the eigenvalue list of A and the corresponding ONB of Hy are the unions

(2.12)

v(A) v uvker4),  SA) LY s@yufo).  (2.13)

Definition 2.4 (H-self-adjoint operators come in three types). We distinguish
three types of H-self-adjoint operators A: Hy — Hy; cf. Remark 2.3.

1. Morse. Finitely many negative, infinitely many positive eigenvalues.
2. Co-Morse. Finitely many positive, infinitely many negative eigenvalues.

3. Floer. Infinitely many negative and positive eigenvalues.

2.1.2 Banach adjoint

Definition 2.5. Let A € L£(H;, Hp). For a dual space element n € Hj =
L(Hy,R), the image A*n € Hf := L(H;,R) under the Banach adjoint

A*: Hy — HY
is characterized by
(A'm)€ =n(Ag), V€€ Hy.
The inner products on the dual spaces are defined via the musical isomorphisms

b():I{O_>I{(?;7 E'_><€7'>[)a ble1_>Hik7 £H<€?'>17

by 1 1 1 1
<" >3 = <b07 '7b07 ->0’ <7>>'1< = <b17 '7b17 '>1-



Lemma 2.6. Let B € L(H1, Hy). Then spec B = spec B*.

Proof. We first show that B is invertible iff B* is invertible. Assume B: H; —
H, is invertible. This means that there is C' € L(Hp, Hy) such that BC = Idg,
and CB = Idy,. Applying * to these equations we get C*B* = Idy; and
B*C* = 1Idg;. Hence we have shown that invertibility of B implies invertibility
of B*. Hence invertibility of B* implies invertibility of B**, but B** = B.
Therefore invertibility of B and B* are equivalent.

Observe that A € spec B iff B — \¢t: H; — Hy is not invertible. As we have
just seen this is equivalent that B* — A\¢*: Hj — HY is not invertible. This
shows that the spectrum of B coincides with the spectrum of B*. O

Lemma 2.7. Toking adjoints gives rise to a bijection
«x: F(Hy,Hy) — F(Hy, HY), A~ A"
which has the property xx = Idxq, m,) and maps invertibles to invertibles.

Proof. That x maps invertibles to invertibles holds by Lemma 2.6. By [Miil07,
§16 Thm. 4] an operator A: H; — Hj is Fredholm iff A*: H} — Hj is Fredholm.
In our case index A* = —index A = 0.

We first discuss the case when A is invertible: After replacing the inner
product on H; and Hy by equivalent ones, we can assume without loss of gen-
erality, that A is a symmetric isometry. Such inner products are referred to as
A-adapted and the existence is discussed around (2.14). Using the A-adapted
inner products we can naturally identify H; with Hy and H} with H_; and A*
becomes a symmetric isometry Hy — H_; as explained by Lemma A.8. This
shows that A* is in F(H{, Hy) and is invertible as well.

It remains to discuss the case when A is not invertible: Choose A in the
resolvent set R(A). Then Ay := A — A¢ is an invertible element in F(Hy, Hy).
By the discussion before A € F(H§, H{). Using that Ay = A* — \* we
conclude that A* is in F(H, HY) as well.

Since Hy and H; are Hilbert spaces, they are in particular reflexive so that
we have the canonical isomorphisms Hy = H§* and Hy = H{* which does not
depend on the choice of any inner product, so that A** naturally becomes A. [

2.2 The interpolation classes HT (A)
2

For a pair of Hilbert spaces H = (Ho, H1) let H;/, be the R-scale interpolation
space of Hy and H; as defined in (A.79) for » = 1/2. The construction of the
interpolation space Hj /o uses the 0-inner product on Hy and the 1-inner product
on H; to get a %-inner product. A useful formula, in terms of a pair growth
function and a scale basis, is (A.88).

A consequence of the Stein-Weiss interpolation theorem is that if we replace
the inner products by equivalent ones, say a 0’- and a 1’-inner product, then

we obtain on H 1as well an equivalent %/—inner product. To see this abbreviate
by H{, the vector space Hy endowed with the 0'-inner product and analogously



for H{. Interpret the identity map as a map Id: Hy — H{. The identity map
restricts to a map Hy; — Hj. Since the 0- and 0’-inner products are equivalent
there exists a constant co such that |[Id||(m,,m;) < co. For the same reason
there exists a constant ¢; such that [|Id||z(q, 1) < c1. It follows from the

Stein-Weiss interpolation theorem, see e.g. [BL76, 5.4.1 p.115, U = V = N,
p=2,0=1] or [FW24, App.B], that the identity map maps H, to H1 and

satisfies HId||£(H1 ) < /¢pc1. Interchanging the roles of Hy and H| shows

that the restrlctlon of the identity to H 1 actually is an isomorphism between
Hy and H L.
2

Definition 2.8. Assume that A € F*(H;, Hp) is a symmetrizable invertible
bounded linear map from H; to Hy. We say that equivalent inner products 1’
on Hi and 0’ on Hy are A-adapted if A is an isometry with respect to the inner
products 1’ and 0’ and symmetric with respect to the inner product 0.

Existence. Note that A-adapted inner products always exist: Indeed since
A: H; — Hy is symmetrizable there exists an inner product 0’ on Hy such that
A is symmetric with respect to the inner product 0’. Now define the 1’ inner
product on H; as the pull-back of the 0’-inner product on Hy, i.e.

<£a77>1’ = <A£aA77>O’ (214)

for all £, € Hy. Since A is invertible the 1’-inner product is equivalent to the
1-inner product on Hy. By construction of the 1’-inner product A becomes an
isometry with respect to the 1’- and 0’-inner products.

Spectral decomposition. An operator A € F* gives rise to a decomposi-
tion of interpolation space into two closed subspaces

), Hi=H;(A)®Hf(A), (vh)’=ntecLl(H

L= H ; ), (215)
corresponding to the negative and the positive eigenspaces of A.

Case 1 (Symmetric isometry). We first explain the construction of the
spaces H f (A) in the special case where A: H; — Hy is a symmetric isometry.
2

In this case choose an orthonormal basis V(A) = {vs}rep of Hy as in (2.12), in
particular consisting of eigenvectors, namely Avy, = ayv,. The basis is orthogonal
in Hy, indeed (vg, vr); = (Avg, Avg), = agarde,. So the Hi-lengths are given by

[vellr = |acl. (2.16)

This basis is also orthogonal in H 1 and the H 1 -lengths are given by!

1
Joelly, = lael?. (2.17)

1 By (A.80) for ¢ = n = vy (the growth operator is Tvy = a[2v5 since A is an isometry).

10



Now consider the projections wi: H 1 H 1 to the positive/negative
eigenspaces of A, defined by
A Vp 5 ‘g > 0, A O 5 E > 07
MLV = T_Vy =
0 ,4<0, ve , €<,

for every eigenvector v, € V(A). The definition shows that (7})? = 74, so image
and fixed point set coincide. But the latter is a closed subspace by continuity.

Case 2 (Symmetrizable invertible). Now consider the case where the
bounded linear map A: Hy — Hj is still invertible, but only symmetrizable.
In this case we can replace the 0- and 1-inner products on Hy and H; respec-
tively, by A-adapted ones, say 0’ and 1/, as explained after Definition 2.8. The
space H 1 gets endowed with an equivalent %/—inner product, too. For the new

inner products 0, 1/, and %/ we obtain projections 74 as above. By equivalence
of the new and the original inner product on H 1 the projections

mh:Hy — Hy (2.18)
are still continuous with respect to the original inner product, although in gen-

eral they will not be orthogonal any more. The images of 7* and ﬁﬁ are
complementary closed subspaces and we get (2.15).

11



3 Spectral flow

Inspired by Hofer, Wysocki, and Zehnder [HWZ98, p. 216] we define the spectral
flow as follows. For the spaces A} see Definition 1.4.

Finite intervals

Given A € Aj_, we consider the invertible operator A_r := A(-T): H; —
Hy and we write its spectrum, similar to (2.10) but now denoting the
by ay T in the form
<a ¥ <aT< <a;T <aym <., S(A_r)=(a;)een. (3.19)

Extend these eigenvalues and to continuous functions as: [-T,7] = R
for £ € A U {0} satisfying, for any s € [T, T], the following conditions under
inclusion of the zero function , namely

(i) - <a_a(s) <a_1(s) <ag(s) <ai(s) <as(s) <...
(ii) S(A(s)) U{0} = (ae(s))eenru{o}-

Since eigenvalues depend continuously on the operator, the functions a, exist
and are uniquely determined by these two conditions.

Definition 3.1 (Spectral flow - finite interval). Let A € A7 be a path of
Hessians. The spectral flow ¢(A) € Z is defined by

¢(A) := —i if a;(T) = 0. (3.20)

This is the net count of eigenvalues that change from negative to positive.

Qg T Qg

=T Ir T

Figure 1: Spectral flow ¢(A) = 2 along [—T,T)

Lemma 3.2. The map A} — Z, A+ s(A), has the following properties.

(Homotopy) S is constant on the connected components of Aj .

12



(Constant) If A is constant, then ¢(A) = 0.

(Direct Sum) (A1 ® As) = (A1) +¢(Ag).

(Normalization) For Hy = Hy =R and A(s) = arctan(s), it holds ¢(A) = 1.
(Catenation) If A= Ae#A,, then ¢(A) = s(Ap) +s(4,).

The first four properties guarantee uniqueness and the first three imply
(Catenation), see [RS95, §4]. Thus ¢ is the spectral flow as defined in [RS95].

Proof. (Homotopy) Assume that Ay and A; lie in the same connected com-
ponent of A7 . This means that there exists a homotopy {A,}.cj0,1) C Aj,
between them. Consider the map [0,1] — Z, r — ¢(A,.). By continuous depen-
dence of the eigenvalues this map is continuous and since its image is discrete,
the map is constant. In particular ¢(Ap) = ¢(A;) and therefore the homotopy
property is proved.

(Constant) In this case ag(s) = a¢(—T) Vs, £, in particular we have ao(T) =
ap(—T) = 0, hence ¢(A4) = 0.

(Direct Sum) The net number of eigenvalues of the direct sum A; & Ay crossing
zero corresponds to the sum of the net number of eigenvalues of A; crossing zero
and A, crossing zero. Therefore the direct sum property holds.
(Normalization) Initially, since ao(—T) = 0 and arctan(—T) < 0, we have
arctan(—T) = a_1(—T). At the end, since arctan(T) > 0, we have 0 = a_1(T).
Thus ¢(A) = —(-1) = 1. O

Half-infinite forward interval

Given A € A’I‘+, we consider the invertible operator Ag := A(0): H; — Hy and
we write its spectrum, similar to (2.10) but now denoting the
by aj, in the form

o<a’y<ad < <a¥<ad<..., S(Ao) = (a?)sen. (3.21)

Extend these eigenvalues and to continuous functions a,: [0,00) — R
for £ € AU {0} satistying, for any s € [-T,T], the following conditions under
inclusion of the zero function , namely

(i) - <a—a(s) <a-1(s) < ap(s) <ai(s) <az(s) <...
(i) S(A(s)) U {0} = (ae(s))renufoy-

Since the limit limg_,o, A(s) =: AT exists so do the limits lims o ar(s) =:
ag(o0) for every £ € AU {0} and they satisfy

(iii) -+ < a_2(00) < a_1(00) < ap(oo) < ag(o0) < az(0) < ...
(iv) S(A1) = (ae(00))eeau{o}-

Definition 3.3 (Spectral flow - half-infinite forward interval). The spectral flow
of A€ Ay, is defined as in Definition 3.1 just by replacing T" by oc.

13



Figure 2: Spectral flow ¢(A4) = 0 along R

Half-infinite backward interval

Definition 3.4 (Spectral flow - half-infinite backward interval). Given a back-
ward path A € A} , we define a forward path A € A7, by A(s) := A(-s).
Then we define the spectral flow of the backward path as the spectral flow of

the negative forward path, in symbols ¢(A) := ¢(—A4).

Real line

Similarly as in the case of half infinite intervals the spectral flow can be defined
along the whole real line.

Note that since the asymptotics are invertible, no eigenvalues will cross zero
any more whenever |s| > T for some sufficiently large T > 0. Therefore, alter-
natively, one could also define the spectral flow of A € A} as the spectral flow
of A restricted to the finite interval [-T,T).

14



4 Fredholm operators
Throughout (Hy, Hy) is a Hilbert space pair. Let I C R be connected, then?

Py(I) = P\(I; H, Hy) := L*(I, H)) N WY2(I, Hy) € C°(I, Hy),

! ; L . (4.23)
P (1) = Py(I; 3, HY) o= L2(1, HE) 0 WY2(L H) € CO(1, HY),

4.1 Real line

Definition 4.1 (Hessian path space Af). Let Aj be the space of continuous
maps A: (—oo,00) — F(Hy, Hy) such that both asymptotic limits exist and are
invertible and symmetrizable, in symbols

A% = lim A(s) € F*(Hy, Hyp).

s—too

4.1.1 Rabier’s semi-Fredholm estimate for D 4

The following theorem is due to Rabier [Rab04]. In the case where s — A(s)
has a derivative the theorem is due to Robbin and Salamon [RS95, Lemma 3.9].
For the readers convenience we give a detailed explanation of Rabier’s ingenious
argument of how to overcome the need of a derivative. In fact, Rabier proved his
theorem even more general for some Banach and not just Hilbert spaces which
however requires additional arguments.

Theorem 4.2 (Rabier). Given A € A%, there are constants ¢, T > 0 such that

€1 p, @) < ¢ (1€ po—rzyy + 1€l pyca)
for every & € Pi(R) where Dy: Pi(R) — Py(R) is defined by (1.6) for I = Ry.

Remark 4.3 (Idea of proof). One relates the operator D4 associated to a path
of Hessians s — A(s) to finitely many invertible operators D Aoy associated
to constant-in-s invertible paths AM?) := A(o;) — A(o;)t, as illustrated by
Figure 3. We indicate invertibility of Hessians by using the font A. Step 1: One
shows that invertibility of a constant path A implies invertibility of Dy.
ASYMPTOTIC ENDS. Step 2: The asymptotic limits A* are invertible by as-
sumption. Hence so is, by continuity of the path s — A(s), each member of the
path outside a sufficiently large compact interval [—T5, To]. Step 3: One derives
the estimate for D4 outside a larger interval [—T5,T3].

COMPACT CENTER. Step 4: Since at each time o € [-T5,T5] the opera-
tor A(o): Hi — Hy is H-self-adjoint, there exist non-eigenvalues p,, see Re-
mark 2.3. Pick one, then the shifted operator A#s := A(c) — py¢ is invertible.

2 In the notation of Def. 2.10 and by Le. 2.15 in [Neu20], cf. [Roul3, Le. 7.1], we have that
Py(Ry; Hy, Ho) = WH 2 (Ry s Hy, Ho) € CO(Ry, Ho),

(4.22)
Py(Ry; Hy, HY) = WH2)(Ry; Hy, HY) € CO(Ry, HY).
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Figure 3: Approximate D, via finitely many invertible D, ), (4.31), (4.32)

Step 5: But invertibility is an open property, thus A*e (1) := A(T) — pst is
still invertible in a sufficiently narrow interval about o, in symbols V7 € I, :=
(0 — €5,0 + €5). The compact interval [—T3,T3] is covered by finitely many
intervals I,,,Is,,...,I5y, see Figure 3. Define A(0;) := gy, for j =1,...,N.
Step 6. If A(7) is sufficiently close to A(c), then one derives the desired estimate
in a small neighborhood.

PUTTING THINGS TOGETHER. Step 7: One chooses T' > T3 and a suitable
partition of unity for R to put the obtained estimates near oo and such in
the compact center together. The closeness condition in Step 6 is achieved by
subdividing [T, 7] in sufficiently small subintervals using that continuity of
s+ A(s) along the compact [—T,T] is uniform.

Proof. The proof is in seven steps. Let A € A}, notation AT = 1lim, 4 A(s).
Step 1 (Constant invertible path A). Let A(s) = A € F*(H;, Hp) be constant
in time. Then the following is true. There exists a constant C7 such that the
following injectivity estimate holds

||f||P1(JR) <G ||DA£||P0(R) (4.24)

for every ¢ € Pi(R) and Dy: Pi(R) — Py(R) is an isomorphism with inverse
bounded by
1(Da) ™l 2o, PRy < Ch (4.25)

1a — Proof of the injectivity estimate (4.24). We can assume without loss of
generality that A: H; — Hy is symmetric. Indeed replacing the inner prod-
uct on Hy by an equivalent one leads to equivalent norms on P;(R) and Py(R)
and therefore (4.24) continues to hold after adapting the constant.

By definition (1.4) of the space P;(R) we get

el = [ 147 A8, + 10601, ds

— (Ho,Hl) Po(R) S PU(]R) :

On the other hand, by partial integration and symmetry of A, the mixed term
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is zero and we get

1Daely = | (106051, +2(0.606), A€, + [148(5) 3, ) ds
2 2
= ||A§||P0(R) + ||as§HP0(R) :
This identity, together with (4.26), proves the injectivity estimate in Step 1. O

1b — Proof of an injectivity estimate for D_p~. There is a constant C} with

||77HP1(R;H5,H1*) < O [ D-asn |P0(R.H1*)

for every n € Pi(R; H§, HY).

To see this note that the assumption A € F(Hy, Hy) implies A* € F(H{, HY),
by Lemma 2.7. Moreover, since A is invertible, the adjoint A* is invertible as
well. Therefore Step 1b follows from Step 1la. O

1c — Proof of surjectivity. To prove surjectivity we first show that the image of
Dy is closed in Py(R). For this we use the obtained injectivity estimate. Suppose
that 7, is a sequence in the image of Dy which converges to some n € Py(R).
We need to show that n € im Dy. Since 1, € im Dy there exists £, € P;(R) such
that 1, = Da&,. Since the sequence 7, converges it is a Cauchy sequence in
Py(R). By the injectivity estimate the sequence &, is as well a Cauchy sequence.
Since P; (R) is complete the Cauchy sequence &, has a limit £ € Py (R). It follows
that n = D€ and therefore lies in the image of Dy. So im D, is closed.

Hence to show that Dy is an isomorphism it suffices to check that the orthogonal
complement of im Dy is trivial. To see this pick n € (im Dy)* C Py(R). This
means that (7, DA£>P0(]R) = 0 for every £ € P;(R), hence

o~/ " 0(s),0.6(s) + AL(s)) ds

o - (4.27)
— [ tnaedst [ @) &) ds

— 00 — o0
A*: HX—H; €H,
for every ¢ € P;(R) and where b: Hy — H{ is the insertion isometry (A.89).
Thus bny € L3(R, H) has a weak derivative in H; satisfying 95bn = A*bn where
A*: H} — Hf isthe adjoint of A: H; — Hy. In particular, bn lies in the kernel of
the operator D_j«: Pi(R; Hf, HY) = Py(R; Hy). But D_,+ is injective by part
1b of the proof, thus bn = 0, hence n = 0. This shows that Dy : P;(R; Hy, Hy) —
Py(R; Hp) is an isomorphism. Hence (4.25) follows from (4.24). This concludes
the proof of Step 1. O

From now on we abbreviate

Ay := A(s): Hy — Ho, A; := A(s) indicates invertibility.
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We enumerate the constants by the step where they appear, e.g. constant Th
arises in Step 2.

Step 2 (Invertible near A*). There are constants Ty, Cy > 0 such that for any
fixed time o € (—o0, —T5]U[T%, 00) the operators A, and Dy are invertible and

-1

1) ™ cpoimy Py < Co

Proof. To prove Step 2 we show that the map
TZ.7:—>£(P17P0), A Dy

is continuous. To see this, given A, AeF , we calculate

1Da = Djlle.py - = o A= Al =122, 1)

éllp =

(/| (A= A)e ||H0ds)
H§||P1—1

< 1A= Alein g sw ([ 16, )
li€lp =1 \JR

=€l 2.z 1, <IIEN £y =1

1 (4.28)

< |1A = All g, 10)-

Step 2 follows now from Step 1 (invertibility of asymptotic operators Dy+) and
with the help of Lemma B.1 since the path R 3 s — A(s) converges at the ends
to Dy+. This proves Step 2. O

Step 3 (Asymptotic estimate). Let 75 > 0 be the constant of Step 2. There
exists T3 > T such that the following is true. Suppose 8 € C*° (R, R) satisfies

either supp 8 C (—o0, —T3) or supp 8 C (T3, 00).

Then for every £ € P;(R) we have the estimate

180 p, sy < 2C (1BDAE N ey + 15€l pycay)
where C5 > 0 is the constant from Step 2.
Proof. Since lim, 4., A(s) = AT there exists T3 > T} such that

14
145

IN

VUZTg

_ AT 1
A ||[,(H1,HU) C

1

icy Yo S —T3

IN

- A_HL(Hl,HO)

where Step 2 provides the constant Cy > 0 and invertibility of A, := A(0).
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In the following we only discuss the case where supp 8 C (T3, 00), the other
case is analogous. Assume that o € supp 8 C (T3, 00). We calculate

DAaﬂg = as(ﬂg) + Aoﬂg
=B'E+ B (0:£+ (Ag — A+ A)E) (4.29)
= B'6+ BDAE + (Ay — A)BE.

By Step 2 the operator D is invertible, we multiply with (Dy,)~! to get
BE = (D) (B'E + BDAE + (As — A)BE).
Taking norms we estimate
18l p, vy < |(Da,) Hg(po(R),Pl(R)) 18°€ + BDAE + (As — A)BE| gy (r)
< G2 (18D pymy + 18'€l ey + 180 = A)BEllpymy) -
It remains to estimate the difference

1(As — A)BENE, =)

-/ A — A(s)) B&E(5) %, ds

— 00

_ /T 3 |As — A + A% — A% 1, o) IBEEE) I, ds
< /T 2 ([0 = A2 iy a1y + AT = A2 a1y ) 1B, ds
3

1 o0
e / 1B()E(s)I1%, ds

T3

1 2
< ice 1811, () -
The last two estimates together show that

1€l ry < 2C2 (1BDAE N pyzy + 18 e ) -
This proves Step 3. O

Step 4 (Invertibility perturbation). For any o € R there is u, € R such that
the shifted operator

Ao = A, — Mot H{ — Hy
is invertible where ¢: Hy < Hy is inclusion.

Proof. Since A, is symmetric and inclusion ¢: H; < Hy is compact, the
spectrum of A,, as unbounded operator on Hj with dense domain Hy, is a
discrete unbounded subset of R with no (finite) accumulation point, see Re-
marks 2.2 and 2.3. Pick p, in the complement of the spectrum of A, that is
to € R(A). O
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Step 5 (Invertibilizing A along [—T5, T3] by finitely many shifts Aq,..., An).
Let T5 > 0 be from Step 3. There is a finite set A" = {A\1,..., Ay} C R and
a constant C5 > 0 such the following holds. Fix any o € [-T5,73]. Then
there exists an element A(o) € {A1,...,An}, such that the operator Dya@) =
95 + AM9) is invertible and there is the estimate

1(Dare) " e (po®).p @)y < Cs.

Proof. Invertibility is an open property. Given any o € R there exists, by Step 4,
a real number p,, pick p, € R(As), such that A = A, — pse is invertible.
Hence Dpuo is invertible by Step 1. For 7 near o we vary A#e in the form

Abe (1) = Ar — pgt, Ao (o) = Ate.

By continuity (4.28) of s +— D4, there exists, by Lemma B.1, a constant
€s > 0 with the following significance. At any time 7 € I, := (0 — 5,0 + €5)
the operator Dyu, () is invertible and the inverse is bounded by

1 1
[(Dane (1)) lee.pry < 20(Dane) ™ |l ero.pr)- (4.30)
Since [—T3, T3] is compact there exist N € N and o1,...,0n5 € [-T5, T3] with
N
[—T5, T3] C U I, Iy, = (0 — €0,,04 + €5,). (4.31)
i=1

Now define

.....

Suppose now that o € [—T3,T3], then by the finite covering property (4.31)
there exists ¢ € {1,..., N} such that o € I,,. We choose such i and define

Ao) == g, -
For this choice AM?) = A, — .0 =: A#i (o) and there is the estimate

. Ly, @30 L
I(Dpro) " Moo, pr) = [(Darei o)l < 20(Daroi) e < Cs
where |||z = ||| z(py,p,)- This proves Step 5. O
Step 6 (Small intervals). Let Cg := max{C2,C5s}. Let \* := max|A’| be the

maximal absolute value of the elements of the finite set A’ C R in Step 5. Then
for every 8 € C*°(R,R) with the property
1

su A, — A < —
U,TESlepﬁ” o THC(Hl,Ho) = 206

it holds that
1881 py ) < 2C5 (HﬁDAfHPO(R) +18El py ) + A Hﬁf”Po(R))

for every £ € Pi(R).
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Proof. By Step 2 and Step 5 there exists a map A\: R — R satisfying A(o) € A’
if o € [-T3,T5] and M(o) =0 if o € (—o0, —T3) U (T3, 00) and such that

[(Dare) Hleroe),mmy < Cs < Co, AN 1= A = A

Now the proof of Step 6 proceeds similarly as the proof of Step 3. Suppose that
o lies in the support of 5. Computing as in (4.29) we get

Dy BE = '+ BDAE + (Ag — A)BE — A(0)BE. (4.32)

By construction of A the operator Dyx) is invertible so that we can write

BE = (Dar)) "1 (B'€ + BDAE + (A5 — A)BE — A(0) BE).
Taking norms we estimate

181 py gy
< Cs (I18'€ N pyqay + 18D Al pygry + 11040 = A)BE ] py iy + @) 158 py e ) -

Now we use the hypothesis sup, -cqupp g 140 = Azl (a1, 11y) < ﬁ to estimate
(A5 — A)BEI B, ry = / (A5 = A(s)) B)E(s) 3, ds

— [ WA= AN 18I, s
supp

1 2
47062 /suppﬁ HB(S)g(S)Hfh ds

1 2
< ic? 1B 11p, (r) -

The last two estimates together imply Step 6. O

Step 7 (Partition of unity). We prove Theorem 4.2.

Proof. Choose T > T3 and a finite partition of unity {5, }]M:dl for R, where each
Bj: [0,1] — R is smooth, with the properties

supp By C (—o0, —T3), supp a1 C (T3, 00),
and for j =1,..., M it holds

1
sup HAU - AT”»C(HLHO) < T%v Suppﬁj - (_Tv T)

o, TEsupp B

That such a partition exists follows from the continuity of s — A(s) and the
fact that on the compact set [—T3, T3] continuity becomes uniform continuity.
Let £ € P;(R). Then by Step 3 we have

Hﬁoprl(R) <2Cs (HﬂoDAfHPO(R) + ||5(I)§||P0(R)) )

183416 p, @y < 2C5 (18341 D a8l gy + 1Bhr28ll ey ) -
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By Step 6 we have for each j = 1,..., M an estimate

185€ 1 5,y < 2C5 (13, D€ gy + 185€] gy + A" 185€ ] ey )

Let B := max{|[|5j|loc, |81 llccs - - - » | Bar1lloc }- Put the estimates together to get
M+1

1€l ey < 3 1860y ey
=0

M+1 M
<2Cs Z (WJ‘DASHPO(R) + ||6§'§HP0([7T,T])> + 206\ Z HﬂjfuPo([fT’T])
j=1

=0

< 2C6(M +2) [ Daéll py(ry + 2C6 (B(M + 2) + XN M) (€]l py (=77

where in the second inequality we replaced the Py(R) norm by the Py([—T,T1)
norm due to the supports of the 3;’s and their derivatives.> Setting

¢ = max{2Cs(M + 2),2Cs (B(M +2) + \*M)}
proves Step 7.

The proof of Theorem 4.2 is complete.

4.1.2 Semi-Fredholm estimate for the adjoint D7
Let A € A;. We call the following operator the adjoint of D 4, namely
DY :=D_a: PL(R;Hi,HY) = Po(R; HY), &+ 0s§ — A(s)*¢E.

Corollary 4.4. For A € A} there are constants ¢ and T > 0 with

€1l py (rs g 1) < € (HEHPO([—T,T];Hf) + ||D*Af||p0(R;H1*))
for every € € Pi(R; H, HY).
Proof. Theorem 4.2 and Lemma 2.7; see also Remark 1.3. O

4.1.3 Fredholm property of D4

An immediate consequence of Theorem 4.2 is that the operator D4: P;(R) —
Py(R) is semi-Fredholm, i.e. the kernel of Dy4 is of finite dimension and the
range is closed. Indeed the restriction map P (R) — Py([—T,T]) is compact, see
e.g. [RS95, Lemma 3.8]. Hence the semi-Fredholm property follows from [MS04,
Lemma A.1.1].

To see that D, is actually a Fredholm operator we need to examine its
cokernel. For that purpose let n € (im D4)™ C Py(R) = L2(R, Hy), that is

(1, Da&) pywy = 0, V€ € Pi(R) = L*(R, Hi) N W(R, Ho).

3 Bo=1on (—o00,—T] and Bar+1 = 1 on [T, 00), so the derivatives vanish.
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To put it differently

o/ " n(s),0:6(s) + A()E(s)), ds

> - (4.33)
- / (1(s)) Dut(s) ds + / (A(s)"on(s)) &(s) ds

o % A(s)*: Hy—H;

for every ¢ € P;(R) and where b: Hy — H{ is the insertion isometry (A.89).
Interpreting the £’s as test functions this means that bn € L*(R, HY) has a
weak derivative in Hy, namely 9sbn = A*bn. Hence by lies in L*(R, H}) N
WL2(R, Hy) = Pi(R; H, H) and satisfies D%bn = 95bn—A(s)*bn = 0. Observe
that D% is a map

Dy =0, — A(s)*: L*(R,H}) N WY*(R, H}) — L*(R, Hy). (4.34)

Po(R;HY)

(4.23)
Py (R;Hg, Hy) C CO(R,HY)

We proved b (im D)™ C ker D?,. Vice versa, fix by € ker D% Then (D% bn)(s) =
Op; for every s € R. Pick £ € Pi(R) and integrate (D%bm)(s)¢(s) = 0 over
s € R to get back to <77»DA§>P0(R) = (0. We proved

Lemma 4.5. Given A € Ay, consider Dy: Pi(R; Hi,Hy) — Po(R; Hy) and
D: Py(R; Hy, H7) — Py(Rs Hy), then

(im Da)" 2 ker DY, © L2(R, HY) N WY2(R, H).
Corollary 4.6. Dy =9 4: P (R; Hy, Hy) — Po(R; Hy) is Fredholm YA € Ag.

Proof. By Theorem 4.2 the operator Dy is semi-Fredholm (finite dimensional
kernel and closed image). Since D4 has closed image, it follows that coker D4 =
(im D 4)*, but (im D))" ~ ker D% by Lemma 4.5. By Corollary 4.4 the opera-
tor (4.34) is semi-Fredholm as well. This proves Corollary 4.6. O

23



4.2 Finite interval

Pick a Hessian path A € A} := {A € Az, | A(=T) and A(T) are invertible}
along the finite interval It = [T, T]. Then A: [-T,T] — F = F(H, Hy) takes
values in the symmetrizable Fredholm operators of index zero; cf. Remarks 1.3
and 2.3. In order to eventually get to Fredholm operators, it is not enough that
the Hessians at the interval ends are invertible, notation

A,T = A(—T), AT = A(T)
In addition, one must impose boundary conditions formulated in terms of the

spectral projections wﬁ’T sitting at time —7 and 727 at time T; see (2.15).

4.2.1 Estimate for D4

In this section we study the linear operator d; + A as a map
Da: Pi(IT) = Po(I1), &+ 0§+ A(s)§

and the augmented operator © 4: Py(I7) = W(Ir; A_7r,Ar) in (1.7). Define
Hilbert spaces Po(IT) = Po(IT;Ho) and Pl(IT) = Pl(IT;Hl,Ho) by (14)
These operators are not Fredholm: although D4 has closed image and finite
dimensional co-kernel, the kernel is infinite dimensional in the Floer and Morse
case; see Figure 4.

Theorem 4.7. For A € Aj_ there exists a constant ¢ > 0 such that

A_
I€llmyiary < € (1€l Rycrn) + IDAE rytrn) + I 6T + IAED)

for every € € Py(Ir). we abbreviate HH% = ||

1
2

Orthogonal projections are bounded by 1, hence the theorem reduces to

Corollary 4.8. For A € Ay there exists a constant ¢ > 0 such that

€ a3 22y < € (1€ ez + 1PAE N pyrzy + IECT)Iy + €T

for every € € Py(Ir).

Proof of Theorem 4.7. We prove the theorem in five steps. It is often convenient
to abbreviate & := £(s) and Ag := A(s). We enumerate the constants by the
step where they appear, e.g. constant C; arises in Step 1.

Step 1 (Constant invertible case). Let A(s) = A = Ap = A 1 be constant in
time and invertible. Then there is a constant C'; > 0 such that

1€y 1) < C1 (IDAEN py(rpy + IeE-rlly + lImterlly ) (4.35)

24



for every £ € Py (It). Moreover, for the constant path A the augmented operator
Du: Pi(Ir) — Py(Ir) x H;(A) x Hy(8) = W(Ir; A, A) (4.36)
¢ (Dag, mhér, wher)
is bijective.

Proof. Step 1 was proved in [Sim14, Thm. 3.1.6 i)]. We follow her proof. By
changing the constant C' if necessary, we can assume without loss of generality,
as explained in Section 2.2, that

A: H, — Hj is a symmetric isometry. (4.37)

In this case (4.35) actually holds with unit constant C; = 1. We abbreviate
74 =74, Since Dp& = 0:€ + A€, integration by parts yields

1Da€l, 109

T
- / (II&&IIZU +2(05&5, ALs)y + HMSIIZO) ds (4.38)

=T

= ||Af||?DO(IT) + ||5s§||?30(1T) + (€r, Abr)g — (§-1, A1),

for every £ € Py(Ir). To see this note that

T T
/ <85553A€s>0 ds = [T (as <€S,A§s>0 - <£S;Aasfs>0) ds

-T

T
_ / (0, (€0, ALYy — (Abs, DuEs)y) ds

-T

where in the last step we used Hp-symmetry of A. Thus

T T
2/ <85657A§s>0 ds = /—T as <557A§s>0 ds

-T
= (&1, Aér)o — (§-1, Al_T)q -

This proves (4.38). The opposite signs will be crucial soon. As A is an isometry

we get

(2.17)
—(m_&r, Am_Er)y = H?T—ETHQ%

(2.17)
(mpér, Amy &)y = \|7T+§—T||2%~

So we get
>0
——
(€, Abr)y = (mi&r, Ami&r)y+(m-&r, Am &)y > —||m-¢rl}

(-1, Al 1)y = (i br, A &)y + (m-br, Am_€ 7)o < \|7T+€7T||2%
<o
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where the identities use that the mixed terms vanish by Hy-orthogonality; see
Case 1 in Section 2.2. Since A is an isometry we get identity one in the following

(1.5)

2 2 2
||5HP1(IT) ||A€||P0(IT) + ||855||P0([T)
(4.38)

2
=" 1Dalllp, (15 + (€=1, A1)y — (€1, Alr),
2 2 2
< N Daéllpy1p) + Im+&-nlly, +llm-Erlly, -
2 2
The last inequality is by the previous displayed estimate. This proves (4.35).
In particular, this implies that the augmented operator ®, is injective.

CLAIM 1. ®y is surjective.

To see this consider the orthonormal basis V(A) = (vg)een C Hy of Hy
from (2.12) enumerated by the ordering (2.10) of the eigenvalues a, of A. Pick
¢ = (n,z,y) € WIpr;AA). Given s € [-T,T], with respect to the common
basis V(A) of Hy and Hy (A) @ HY (A) we write

2 2

77(5) = an(s)ve € HOa T = Z TyUy, Y= Z Y—rvVU—yp.
LeA veAy veA_

We are looking for a map § € Pi(Ir) of the form s = £(s) = D, Se(s)ve
which, for each ¢ € A, satisfies a linear inhomogeneous ODE of the form

0s€e(s) + ar€e(s) = ne(s) (4.40)
with the mixed boundary condition
&(-T) =z, VveAy, E,(T)=y_,, YreA_. (4.41)

We make the variation of constant Ansatz &,(s) = ce(s)e™*¢*. Apply d% to both
sides and use (4.40) to get

ays

Osce(s) = ne(s)e

Positive eigenvalue a,. Then we get v, = ,(=T) = c,(=T)e*T, so ¢, (-T) =
z,e” T Integrate Osc,(s) from —T to s to get

c(s) = x,e” T 4 / n, (t)e™! dt
T

and therefore s

&(s) = zye”w(THs) 4 ny(t)ea”(t_s) dt. (4.42)
—£(s) =l
=:£2(s)

Negative eigenvalue a_,. Then we get y_, = & ,(T) = c_,(T)e %1 so
c_,(T) = y_,e*+T. Integrate dsc_,(s) from s to T to get

T
c_y(s) =y_,etT — / n_,(t)e*~t dt
S
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and therefore

T
- (s) = y-pet ) _/ -y (t)e* == dt.

To finish the proof of Claim 1 it suffices to show
CLAIM 2. f lies in Pl(IT) = LZ(IT7 Hl) N VVL2(IT7 Ho)

To we see this consider the case of a positive eigenvalue a, and write &,(s) =
EL(s) + €%(s), see (4.42). To estimate £2 define a function g,: R — R by

() e s [ s5>0,
L(8) =
g 0 s <0.

We estimate the L'(Ir) := L'([-T,T],R) norm of g, by

T T — T
—as 1—e™% 1
lolosiin = [ atsyds= [ ereas =12 < L
-T 0 Ay

ay
Thus, writing £2(s) = (1, * g,)(s) and by Young’s inequality, we obtain
||€12/HL2(1T) = [1nv * goll2(rr) < mllz2ae gl < ﬁHWHLZ(lT%
We estimate ¢! as follows

12 Ty (T+s) ol —etwt g2
—2Q, S _ 174
A B
-T

[\

2a, a,

Now we use these estimates to obtain for the sum &, = ¢L + €2 that

2

x; 2
1€u1F 215y < 2E0F 210y + 21€21F 2 (1) < P a7||ﬁu||2L2(1T)- (4.43)

In the case of a negative eigenvalue a_, we observe that

S

§_U(—S) = y_yea_,,(T+s) - / n—y(_T)e_a_y(T_S) dr.
-T

Comparing this expression with (4.42) shows that we get the analogous estimate

2
Y=, 2
.t In-ullZ2 1y (4.44)

2
— <
||€ V||L2(IT) — —a_,
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Now we show that & € L?(Ir, Hy), namely

[ e as > [ S azesras

T gen
= ZG%H&H%Q(IT)
ten
3
= Z a E-ull7(rp + Z apl|&llTz
veEA_ vEAL
4
<2 Z -l 210y + Z —a_,y2,
vEA_ veEA_
+2 Z HnVH%Q(]T) + Z a,x;
veAy veAy
5
223 nellZeepy + vl + ol
teA

T
=2 [ ), ds + ol + ol
T

= 20l ) + Il + Dl

Equality 1 uses that A is an isometry and the fact that the basis V(A) con-
sists of eigenvectors of A. Equality 3 uses the decomposition (2.11) of A. In-
equality 4 uses (4.43) and (4.44). To see equality 5 go backwards and write
T =3 ,en, TvUy. Then use that the basis is 1/2-orthogonal and that the 1/2-
length of v, is y/a, by (2.17). Similarly for y.

It remains to show that d;¢ € LQ(IT7 Hj). To see this we consider the case
of a positive eigenvalue a,. Use (4.40) in 1 and (4.43) in 3 to obtain

10613212y = I = a6l

< 2l e rp) + 2001600172 (1)
< 6l |12 2a, >
= ||7Iu||L2(IT) + 20,7,
Similarly, by using (4.44) instead of (4.43) we obtain
1056l 2(10) < 6ln-0ll72(rp) — 20-092,-

Similarly as above we obtain the estimate

T
/TH@sE(S)ll%zo ds =) 110s&ell72(ry) < S0l T zry + 209013 + 2)lf3 -
- Le

We have shown that ¢ € L2(Ir, Hy) C L?(Ir, Hy) and 9s¢ € L?(Ir, Hp). Thus
5 S Pl(IT;Hl,Ho) and

11, (171, 110y < 10l0N T 1) + 4lW I3 + 4]l -
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This concludes the proof of Claim 2, hence of Claim 1 and Step 1. O

From now on we abbreviate A, := A(c) € L(H1, Hp).

Step 2 (Small interior interval). There is a finite subset A’ C R and a constant
Cy > 0 such that for every 8 € C*(Ir,R) which vanishes on the interval
boundary, in symbols 8(—T) = S(T) = 0, and has the property
s = Arllcqrm < &
sup o — Ar||L(Hy,Ho) = A~
o,Tesupp 8 (1, Ho) C'2

it holds that
||5§HP1(IT) < Cy (HBDAfﬂpg(IT) + ||5I§||PO(IT) + Hﬁf”PO(IT))

for every £ € Py(Ir).
Proof. This is Step 6 in the proof of the Rabier Theorem 4.2. O

Step 3 (Small interval at right boundary). There exist constants €5 > 0 and
C5 > 0 such that for every 8 € C*°(Iy,R) which vanishes on the left interval
boundary, in symbols 8(—T) = 0, and has the property

sup ||A0 - AT”E(HhHo) <es
o,TEsupp B

it holds that
1Bl p, (1) < Cs (H/BDAfﬂpg(IT) F1B€l py 12y + 188N py 1) + H7T—5T§T||%>
for every £ € Py (Ir).
Proof. By continuity of the map s — A(s) =: A, there exists the limit
Uh_r}l} Ay = Ap.
By Step 1 the augmented operator associated to the constant path Az, namely
Dpr: Pi(IT) = Po(Ir) x H;(AT) X H%_ (Ap) = W(Ir; Ar,Ar)
£ (Dag&, mbor, m-&1)

is bijective, in particular invertible. Together these two facts imply that there
is €3 > 0 such that the following is true. If || A, — A7 ||z (a,, 1,) < €3, then Dy,
is still invertible with inverse bound
1
-1
||(©Aa) HE(W(IT§At7AT)aP1(IT)) < E

This follows from the fact that the map

TZ]:*—>[,(P1,P0), Al—>DA
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is continuous, by (4.28), in view of the injectivity Lemma B.1.

Now pick o € supp 8. Then, in particular, the previous estimate for the in-
verse is valid. By formula (4.32) in Step 6 in the proof of the Rabier Theorem 4.2
we get a formula for the first component D 4, 8¢, namely

DA, B8 = (Da,BE, myf-ré& 1, T_PréT)
= (B'E+ BDAE+ (A — A)BE, 0, T_Prér).

In the second equality we use the assumption S_7 = 0. Since the operator © 4,
is invertible we can write

BE = (Da,) " (B'€+ BDAE + (A5 — A)BE, 0, m_Prér).
Taking norms we estimate
1
1880 Pty < 2 (1€l pugrry +18DaEN py 1) + 11 (Ao = AVBEl gy 11
+llm—Brérlly ).

Now we estimate

(A — A)BEN, (1)

T
- / Ae = 40 By, ds

2 2
<[ M= Al 161 ds
supp j
2
< 5:2% Hﬁf”Pl([T) .
The last two estimates together imply Step 5 with C'3 := % O

Step 4 (Small interval at left boundary). There exist constants 4 > 0 and
C4 > 0 such that for every 8 € C*°(Ip,R) which vanishes on the right interval
boundary, in symbols 8(T) = 0, and has the property

sup ||AU - AT”[,(HhHo) < ey
o,Tesupp B

it holds that

18€N by 1)

< Cu (11BDAEN pyryy + 18'€l 1y + 18] pyay + w4867y )
for every ¢ € Py (IT).

Proof. Same argument as in Step 3. O

Step 5 (Partition of unity). We prove Theorem 4.7.
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Proof. Let ¢ := min{es, e3,64} and C := max{Cs,C3,C4}. Choose a finite
partition of unity {3; }jj‘/fgl for It = [T, T] with the properties

Bo(=T) =1, Bo(T)=0,, Br+1(=T) =0, Bu41(T) =1,
and

sup ||A0' - AT”[,(Hl,HO) S g, supp ﬁj - (7T7 T)a
o,TESupp Bi

fori=0,1,...,M,M+1and j=1,..., M. That such a partition exists follows
from the continuity of s — A(s) and since on the compact set [—T, T] continuity
becomes uniform continuity. Let £ € P;(Ir). By Steps 4 and 3 we get

18061 py 10y < € (180DAEN py 1y + 1BEE N o1y
+ 18081l py oy + Ims€-ly )
18314180 py (1) < C (1841 DA€ py gy + 1Ba 1€ Ly

+1By41€ll py 1y + I7-E2 %)-

By Step 2 we have

185€ 1 5y 12y < C (18:PAE N pyrzy + 188l gy 1y + 185N py 1))

for j = 1,...,M. We abbreviate B := max{||3jllcc, |51 llocs - - - |Brr41llo0 }-
Putting these estimates together we obtain
M+1
||§||P1(IT) < Z ||ﬂj§||p1(1T)
"
<y (185 DA€l py 1y + 1858 ] iy + 1B5€ N py 1)
j=

+Clmsérlls + Cllm—&rlly
< C(M +2) [Dagll py(1,) + C(B+ DM +2) €]l p, (1)
+ Cllmérlly + Cllr—&r|l -

Setting ¢ := C(B + 1)(M + 2) proves Step 5.

The proof of Theorem 4.7 is complete.

4.2.2 Estimate for the adjoint D7
Let A € A7 . We call the following operator the adjoint of D4, namely

DYy = D_a-: Poi(Ir; Hy, Hy) = Po(Ir; HY), 0= 0sn — A(s)™1).

31



Corollary 4.9. For A € Ay there exists a constant ¢ > 0 such that

||77||P1(IT;H§,Hf) < C(HnHPO(IT;Hf) + ||D:k4n||PO(IT§Hf)
—A* —AZ
D + I )] )

for every n € Py(Ir; Hf, HY).
Proof. Theorem 4.7 and Lemma 2.7; see also Remark 1.3. O

4.2.3 Fredholm under boundary conditions: Dj_

Let A € Aj . For the spectral projections Wﬁ_T and 77 see (2.15). To turn
Theorem 4.7 to a semi-Fredholm estimate we restrict the domain of the operator

Dy: Pi(Ip; Hy,Hy) = Po(I7; Hy), & 0.6+ A(s)¢

by imposing appropriate boundary conditions that cut down the operator kernel
to finite dimension. To this end we define a subspace of the domain as follows

P~ (Ir,Ayr; Hy, Ho)

. N (4.45)
={¢ € P(Ir; Hy, Ho) | my " §r =0 A 727 = 0}
The associated restriction of D4 we denote by
D}~ =08,+ A: P}t~ (Ir,Ayr; Hi, Hy) — Po(Ir; Hp). (4.46)

To A € A}, we associate the path —A* € A} , namely s+ —A(s)*: Hj — H7.
Define a Hilbert space Py (Ir; Hy, Hy) := L*(I7, H) "\WY2(Ir, Hy), analogous
o (1.4). A closed linear subspace is defined by imposing boundary conditions

P1+_ (IT, _A*iT; HS? Hik)
(4.47)

—AT 1 —AX

={neP(Ir;Hy,HY) |7, "n_7 =0 A 7_""nr =0}.

(4

23)
It includes into Py~ (Iy,—A%p HE HY) © Py(Ip; Hi HY) € CO(Ip, HY).

The restriction of the linear operator
D_y-: Pi(Ir; H, HY) = Po(Ir; HY), > 0sn— A(s)™n

to the closed linear subspace (4.47) is denoted by

Dt =05 — A*: P~ (Ip, =A% s Hy HY) — Po(Ir; HY). (4.48)

Corollary 4.10 (Semi-Fredholm). For any A € A} the operators
D}~ P{"~(Ip,Asr; Hi, Hy) — Po(Ir; Ho)

and
DY L. P (Ip,—ALqp Hy, HY) — Po(Ip; HY)

are semi-Fredholm (finite dimensional kernel and closed image).
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Proof. Theorem 4.7 provides for DXﬁ the semi-Fredholm estimate®
1€ Py (s 1) < € (IDA €l Ry 1510y + 1€l o 21116))

V¢ € PP (Ip, Apr; Hy, Hy). Corollary 4.9 provides the semi-Fredholm estimate

10l Py 2 rpy < € (DX porrsmry) + Il pocrrsiy)
for the operator D™, and every n € P~ (Ir, —Aly; HE, Hy). O

Theorem 4.11 (Fredholm). For any Hessian path A € Aj_ the operator
DX7 : P1+7(IT7 AiT; Hl; Ho) — PO(IT; H()) is Fredholm.
Corollary 4.12. The operator Da: Py(It) — Po(IT) in (1.6) has closed image

of finite co-dimension for any Hessian path A € A7_.

Proof. By Theorem 4.11 the image of D}~ is closed and of finite co-dimension.
Since Dj"_ is a restriction of D 4 we have inclusion im Dj{_ CimDy. SoimDy
is of finite co-dimension. Thus im D4 is closed by [Brell, Prop. 11.5]. O

Dy: PL— By DX_:P;___)PO

dim ker 0 k<o
dimcoker </ = { < o0

co-semi-Fredholm  Fredholm

image closed = closed
coker coker D}~ ~ker DT,
ker huge ker I*);“ ~ coker D A

Figure 4: Dy = 05 + A(s) on Pi(Ir) and its restriction D}~ to P;"~

Proof of Theorem 4.11. Pick A € Aj_, then A_r := A(~T) and A := A(T)
are invertible. By Corollary 4.10 the operator D}~ (and also D7) has finite
dimensional kernel and closed image. It remains to show that DXﬁ has finite
dimensional co-kernel. This is proved in the following Proposition 4.13. The
proof of Theorem 4.11 is complete. O

To prove that D}~ has finite dimensional co-kernel we show how the anni-
hilator of DJAT_ can be identified with the kernel of the semi-Fredholm operator
ng*. The annihilator of DXﬁ consists of all linear functionals on the co-
domain which vanish along the image

Ann(D}7) == {¢ € Py(I7; Ho)* | ((Da&) =0 V& € P~ (Ip, Ayr; Hi, Ho)}.

4 The inclusion map Py (I7) — Po(I7) is compact, see e.g. [RS95, Lemma 3.8]. Hence the
semi-Fredholm property follows from [MS04, Lemma A.1.1].
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Since ((Da€) = (¢, Da&), the annihilator identifies naturally with the orthog-
onal complement of the image of Djf, which is the cokernel, in symbols

Ann(D} ™) ~ coker D} ~.
We have a natural map
K: Py(Ir; Hy) — Po(Ir; Ho)*
defined by
(Kn)x = /IT n(s)x(s) ds

for every x € Py(Ir; Ho) = L?(I7, Hp). As shown by Kreuter [Krel5, Thm. 2.22]
the map K is an isometry.

Proposition 4.13. The vector spaces K~'Ann(D} ™) = ker DT, coincide as
vector subspaces of Po(Ir; HY).

Proof. Note that both are subspaces of Py(I7; Hy) = L?(Ir, HY), indeed
K=YAnn(D} ™) € Py(Ip; HY) D Py (Ir) D PP~ (Ir) D ker DT,
For equality X~'Ann(D} ™) = ker D, we show inclusions I. C and IL. D.

I. The inclusion ”C”. Pick n € K~*Ann(D}~) C L?(Iy,H). For € €
P;"~(Ir) we calculate

0= (Kn)Da&
:/1 n(Da)ds
N . . (4.49)
—/Iansf)d +/IT77(A€)d
— [ wogds+ [ (ameas,
It It

This shows that 1 admits a weak derivative in HY, notation 07, with
0sn— A*n=0.

We first show that this equation implies that dsn € L*(Ir, Hf). To see this we
first note that since A € A’;T and I7 is compact there is a constant ¢ such that
I A(S) || (a, 1) < ¢ for every s € Ip. The map *: L(Hy, Ho) — L(Hg, HY),
A = A", is an isometry. Hence we also have [|A(s)*||z(uz mzr) < c for every
s € Ir. Using this we obtain finiteness of

10N T2 (1p 7y = 1A N2 1y 17 :/1 IAGs) n(s)IZ; ds < 2 lnllTarp mg)-
T
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Indeed, since n € L?(Ir, HY), it follows that dsn € L*(I7, Hf). To summarize,
we proved that
n € Pi(Ir; Hy, HY) N n € ker D_4-.

It remains to show that 7 satisfies the boundary conditions (4.47). We check
the boundary condition at —7T', namely

0= Tn(=T) = n2in(-T),

the boundary condition at 7" one checks analogously. By Section 2.2 the bound-
ary condition does not depend on the choice of the inner products on H; and
Hy, therefore we can assume without loss of generality that the inner products
are A_r-adapted, i.e. from now on

A_p: Hy — Hy is a symmetric isometry.

We pick an orthonormal basis V(A_7) = {ve}eep C Hy of Hy, see (2.12), which

consists of eigenvectors of A_7, more precisely A_rvy = apvy. From now on we

identify A*: Hj — Hj isometrically with A: H; — Hj according to Lemma A.8.
We have that

n € L*(Ir; Ho) "WY2(Ip; H y) = Py(I; H_q, Hy) € CO(Ip, H_y).

Here the last inclusion follows from [Roul3, Le. 7.1]; see also (4.22).
Since n is continuous, it makes sense to consider 7 pointwise at any time s
and use the orthogonal basis V(A_r) of H_; to write

n(s) = an(s)w eH_,

e

where 7¢(s) € R depends continuously on s. Moreover, the norm of 7 is related
to the norms of the coefficients as follows

1
1t = 3 (100730 + el ) -
N ¢
Since 7"~ 7¢(=T) is arbitrary and wﬁ‘Tf(—T) = 0 we prove that (4.49) implies
Claim. n_,(-T) =0forevery v € A_ = A_(A_7).

Proof of Claim. We pick a smooth cut-off function g: [-T,T] — [0,1] such
that 8(—=T) = 1, that 8 = 0 outside a small interval [T, —T + 4], and that

18|~ < %. Pick v € A_ and consider the corresponding eigenvector v_,. Let
us define a map ¢: [-7,7T] — Ro_, and conclude the following two properties

‘4 = By (=T)v_, |, 70 7¢(=T) =0, ¢ € Pt (Ir, Axp; Hy, Hy). (4.50)
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Recall that A_7v_, = a_,v_, where a_,, < 0. Given € > 0, pick a parameter
0 < <min{1, (8/a_,|)~*} so small that

||77||%2(IT,H0) sup |A(s) — A7T||213(H1,H0)(afu)24
se[—-T,—T+96)

+max{16,2|a_,|,4(a_,)?*} sup In—u(s) — n_ (=T (4.51)
se[—T,—T+4]

< 2.

=

This will be used together with ab < % + % for terms 1-4 below. We calculate
n—u(_T)Q

T
_ / 0o (~T)28'(5) ds

-T

T
. / (1(=T), 8¢ (s)), ds

-T

[ oo

4 /Tﬂ(S <n(s), (A(s) —;T)C(s)>0 ds + /TT+§ (n(s) —n(=T),05(s)), ds
S oo
“Ts s
5 / (n(s), (A(s) = A_1)C(s)), ds +/ (n(s) =n(=T),0s(s)), ds
-T -7
—THe ~T+6
* LT ) <77(8) _M7 A_TC(S)>0 ds + /7T ’ <M’ A—TC('5)>0 ds

where in equalities 3, 4, and 5 we added zero, equality 4 is by line 3 in (4.49)
for ¢ := ¢ and since supp ¢ C suppf C [-T,—T + 6]. Now we discuss each of
the four terms in the sum individually using the estimate ab < %2 + %

Term 1. By Cauchy-Schwarz and definition (4.50) of { we obtain

—T+s
/ (n(s), (A(s) — A_7)C(5))o ds

-T

—T+46
S/T ()Mol ACs) = A—rllea mo) IS (s) [l ds

A

<\nllez2(rpmyy  sup  A(S) = Azl ciay o) la—u| 2 - 5 [n-0(=T)
s€[=T,—T+95)

AR

2
% + %n—v(fT)z'

Inequality 2 uses that ||[v_,|1 = |a—.]|, by (2.16), inequality 3 is by (4.51).
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Term 2. By definition of ¢ and (v¢) being an orthonormal basis of Hy we get

T+
/ (n(s) — n(~T),0:C(s)), ds

-T

~T4s
/_ ) = s D)) (00 g ds

A

5 sup  |n—u(s) —n_p(=T) 22 % In_,(=T)|
se[-T,—T+4]

2

% + én—u(_T)Q'

AR

Inequality 2 pulls out the supremum, uses ||| L~ < %, inequality 3 is by (4.51).
Term 3. By definition of ¢ and (v) being an orthonormal basis of Hy we get

T+
[ ) = =) Ars)g s

-T

< /m (10(8) = 1a(=T)) B(s)ars (1s(s) 10 () 1 (7))

-T

2
<6 sup fneu(s) = n-u (1) fazy |
s€[—T,—T+9]

+6  sup  [n-u(s) = - (=D)|la=y|2 5 [0 (=T)]
se[—T,—T+4]

3
S % + % + éﬁ—u(—T)2~

Inequality 1 uses the eigenvalue a_, of A_p and we added zero. Inequality 2
pulls out the supremum, uses ||8]|r~ < 1. Inequality 3 uses § < 1 and (4.51).

Term 4. By definition of ¢ and (v) being an orthonormal basis of Hy we get

B | [T
/ (n(=T),A_r((s)), ds =/ n_,(~=T)*B(s)a_,ds

=T =T

IA A

‘577—V(_T)2 la—u|
%nfu(_T)%

Equality 1 uses the eigenvalue a_, of A_r. Then we use that ||5]|p~ < 1 and
the final inequality exploits the choice of §.

The analysis of terms 1-4 shows n_,(-T)% < 4% + 44n-,(=T)%  Thus
n—,(=T)? < &2 for every € > 0. So n_,(—T) = 0. This proves the claim. O

II. The inclusion Kker DY,. C Ann(D}7). Pick n € kerDF}. C
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P~ (Ip, —A%p; HE HY). For € € P~ (Ir; Hy, Hp) we calculate

(Kn)Dag

:/1 n(Da€) ds

_ /ITn(asf)ds+ /I n(AE) ds (4.52)
3 _ s * S

3 /IT(asn)gd +/IT(A nEd

= (D_a-n)¢

=0.

Equation 1 is by definition of K. Equation 3 is integration by parts together
with the fact that n and ¢ satisfy mutually orthogonal boundary conditions at
—T as well as at T. This proves that Kn € Ann(D} 7).

This concludes the proof of Proposition 4.13. O

4.2.4 Theorem A — Fredholm property

In order to prove Theorem A in the finite interval case, namely that ® 4 is
Fredholm and index® 4 = ¢(A), we need Theorem 4.20 ([FW24, Thm. D]).

Corollary 4.14 (to Theorem 4.11, Fredholm). For any A € Aj_ the operator
D4 =2 P(Ir) = Py(Ir) x H;(A_T) x Hy (Ar) = W(IT; Az, Ar)
&~ (Dagr e mhrer)
is Fredholm, where Ayt = A(£T), and of the same index as D} ~. More
precisely, the kernels coincide and the co-kernels are of equal dimension.

Proof. By Theorem 4.7 the operator ® 4 is semi-Fredholm. So it has finite
dimensional kernel and closed image. We shall show that kernel and image of
D 4 are equal, respectively isomorphic, to those of the Fredholm operator DX_
from Theorem 4.11.

Step 1. ker ® 4 = ker Dj{_.

Proof. Clearly ¢ € Py(Ir) and (0,0,0) = DAl = (Daé,xs "¢, 787¢r) is
equivalent to Da& =0 and ¢ € P;"~; see (4.45). O
Step 2. D}~ is surjective iff D 4 is surjective.

Proof. “=" Given (n,z,y) € W(Ip; A_r,Ar), we need to find a £ € P; such
that ®4& = (n,x,y). To this end, pick & € P;(Ir) which satisfies the given
boundary conditions & (=7') = z and & (T) = y; see Corollary C.4. Since D}~
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is surjective, there exists &y € P1+7 such that D& =n — Da&1 € Py(Ir). We
define & := & + &, € Py(I7). Then D& = and 7y "&(=T) = w2 "¢ (=T) +
Wﬁ’T&(—T) =0+ wf’Tx = z and similarly 727¢(T) = y. Hence D ¢ =
(n,2,y).

“<” Pick n € Py(Ir) and consider (n,0,0) € W(Ipr;A_r,Ar). Since
D4 is surjective there exists € € Py(Ir) such that (,0,0) = D& =
(D 4¢, wﬁ’Tf,Tﬂr‘foT). Since wﬁ’Tﬁ,T =0 and 7*7&r = 0 we conclude that
¢ € P{~ so that D¢ = 7. This shows that D}~ is surjective and concludes
the proof of Step 2. O

Step 3. dim coker ® 4 < dim coker D:_ < 0o since D}~ is Fredholm

Proof. Suppose n := dimcoker D}~ > 1. Let B = {B1,...,8,} be a basis of
the orthogonal complement (im D;T)J-. Define an image filling operator by

Di P~ xR" = Py, (£a)— Daé+ > aip;

i=1

and define a candidate to be image filling by

n
Da: PAxR" W, (§a) (DA§+ZCL¢/3MT$Tﬁ(—T)ﬂTéTf(T)> :
i=1
We now show that D 4 is surjective as well. Pick (n,2,y) € W(Ir;A_r, Ar).

We need to find (§,a) € Py x R™ such that D 4(&,a) = (n,2,y). To this end,
pick & € Py (Ir) which satisfies the given boundary conditions & (—7) = « and

&1(T) = y; see Corollary C.4. Since 13:_ is surjective, there exists (§,a) €
PF~ x R™ such that

D} (¢ a) == Dao + En:azﬂi =n—Da& € Po(Ir).
i=1
This identity applied to £ := &y + &1 € Pi(Ir) yields
Da(é,a) = (DA§ + iaiﬂi,ﬂﬁ_Tf(—T)WéTf(To =(n,2,y)-
i=1

This proves that D A is surjective. Hence dimcoker® 4 < n = dim coker D“x .
This proves Step 3. O
Step 4. dim coker Dj{_ < dimcoker® 4 < oo by Step 3

Proof. We choose a finite basis B = {f1,...,8,} C Py of the orthogonal com-
plement of the image of DZ_. Suppose by contradiction that n > dim coker ® 4.
Then the span of {(51,0,0),...,(8r,0,0)} € W has non-trivial intersection with
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im® 4 C W. Otherwise, the span would form a complement of im® 4 and so
dim coker ® 4 > n. Contradiction. Hence some non-zero element in the span
lies in the image of ® 4, in symbols Ja € R™ \ {0} such that

>"0;8;,0,0 ) =" a;(8,,0,0) € imD 4.
j=1

j=1

Thus there exists & € P; such that
- A
Zajﬁj,o,() :@Afz (DA§,7T+7T§_T,7T§T§T).
j=1

Hence ¢ € P~ and Diff = Z;.lzl a;fB;. Now the left hand side lies in the

image of Djf and the right hand side in the orthogonal complement, hence it
is the zero vector. Since B is a basis all coefficients a; are zero. Contradiction.
This proves Step 4. O

By Steps 2-4 the dimension of coker Dj{_ equals the one of coker ® 4. Hence,
by Step 1, the Fredholm indices are equal. This proves Corollary 4.14. O
4.2.5 Index and spectral content

Definition 4.15. Given A € Aj,, pick non-eigenvalues Air € R(A(£T)), set
A= (AiT’ )\T)’ AiTTT = A(_T) - )‘*Tba A;\’T = A(T) - )\Tbv

then Ai‘TT and AT lie in £*, . (Hy, Hy). Define moreover D% = ’Di“‘T’)‘T by

symo

—T >

Dh: Pi(Ir) = PoIr) x H (AX77) x Hy (A7) = W(I; AM7 A7)
e P (4.53)
e (Dag T o) 7 ).

To compute the index difference of the Fredholm operator D% for different
A we introduce the spectral content as follows. For a € spec A we denote by
E, :=ker A — av the eigenspace of A to the eigenvalue a. Pick elements A < p
of R(A). We define the eigenspace interval

E()vll) = @ Ea.

a€spec A
a€ (X, p)

The resulting decomposition defines projections along E, ,, notation

o) Hf (AN =Ex ) @ Hf (A") — H;(A“) (4.54)
N—_—— N—_——

H>*(A) H7"(A)

1
2
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and
TG Hy (AM) = Hy (AN @ By, — Hy (AM). (4.55)

1

2
N—_—— N—_——
HTM(A) HTMA)

We further define the spectral content of A between the two non-eigenvalues
A < p as the number of eigenvalues in between, with multiplicities, in symbols

pa(A p) = Z dimker (A — av) = dim E(, ;) € No. (4.56)

aEspec A
a€(X,p)

Note that pa(A, A) = 0. Moreover, we define

pap, A) == —pa(A, u) € —No. (4.57)
Note that due to the same summand FE, ,) in (4.54) and (4.55) we have
codim (H (A") in H{ (AY)) = pa(A p)
2 2

= codim <H; (AY) in H; (A”)) . (4.58)

Lemma 4.16. Given A € Ay, pick non-eigenvalues A_r, u_r of A(=T) and
non-eigenvalues Ap, pr of A(T). Set X\ := (A_p, Ar) and p := (u_r, pur). Then

index ©4 — index D) = pa—r)(A—1, p—1) — pacr)(Ar, pir)
where p is the spectral content defined by (4.56).
Proof. In the proof we distinguish four cases.
Case 1. \_7 < pu_r and Ar > ur
Proof. Recall the projections defined by (4.54-4.55). Since A_7 < pu_7 we have

AT

Ao - —
PHI(ATT) = Ba_pu_r) © HY (A7) — HY (A7),

Ao, p-T)"

Since Ay > pur we have

A(T — - 4 — 4
Tonpmry Hy (A7) = Hy (AFT) © B ary — Hy (A7),

Consider the projection defined by

pm (0 T ) WU A7 ) WUz 7 457

41



and observe that ©} = po Dj\4. By Theorem D.3 we get identity 1 in
index ®% — index D%
+ codim (W(Irs A27, A37) in W(Ir; A7 A47))
2 codim (Hj(Ai—TT) in HY (Aﬁ—TT))
2 2
+ codim (H; (AM) in Hy (A;T))
2 2
3
= pa—1y( A1, pe1) + pacry (b, Ar)
= pa—r)A—1, pi—1) = pacr)(Ar, pr).
Identity 2 holds by the inclusion W(I; A*77, ART) € W(Ip; AN;7, AXT) due to
the inclusions of the second and third factors. Identity 3 holds by (4.58). O
Case 2. A\_7 > pu_p and Ay < up
Proof. Interchanging the roles of A and p in Case 1 we obtain
index@fg - index@i = pA(—T) (LL,T, )\,T) - PA(T) (,uT, >\T)
Taking the negative of 