
On The Riemann Hypothesis

Roland Quême and Abdelmajid Ben Hadj Salem

Abstract

Let s = σ + it with σ ∈ (0, 12) and t > 1, ζ(s) the Riemann zeta function, η(s) the
Dirichlet eta function and g(σ) = ℜ(η(s)). From the functional equation of the zeta
function, the roots in the critical strip not on the critical line are symmetric with respect
to the critical line.
The aim of this article is to prove that all the roots are only on the critical line, which
implies that the Riemann hypothesis is true. The roots of the eta and zeta functions in
the critical strip are the same. We shall investigate the possibility or not of existence
of roots of the eta function which are in the critical strip and not on the critical line.

To the memory of our parents, To our wifes and our children

1. Introduction

1.1 Preliminaries and Notations

Let for n ∈ N∗:

ln = log(1− (2n)−1) = −
∞∑
k=1

(2n)−k

k
= −O(2n)−1 < 0 (1.1)

We get the two relations:

log(2n− 1) = log 2n(1− (2n)−1)) = log 2n+ ln (1.2)

and:

(2n− 1)−σ = (2n)−σe−lnσ (1.3)

Let :

hn = −ln > 0

1.2 Introduction

In 1859, G.F.B. Riemann had announced the following conjecture [1] known Riemann Hypothesis:

Conjecture 1.1. Let ζ(s) be the complex function of the complex variable s = σ + it defined
by the analytic continuation of the function:

ζ1(s) =

+∞∑
n=1

1

ns
, for ℜ(s) = σ > 1
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over the whole complex plane, with the exception of s = 1. Then the nontrivial zeros of ζ(s) = 0
are written as :

s =
1

2
+ it

We recall the following theorem [2]:

Theorem 1.2. The function ζ(s) satisfies the following :

1. ζ(s) has no zero for ℜ(s) > 1;

2. the only pole of ζ(s) is at s = 1; it has residue 1 and is simple;

3. ζ(s) has trivial zeros at s = −2,−4, . . .;

4. the nontrivial zeros lie inside the region 0 ⩽ ℜ(s) ⩽ 1 (called the critical strip) and are

symmetric about both the vertical line ℜ(s) = 1

2
and the real axis ℑ(s) = 0.

The vertical line ℜ(s) = 1

2
is called the critical line.

For our proof, we will use the function presented by G.H. Hardy namely Dirichlet eta function
is given by [2]:

η(s) =

+∞∑
n=1

(−1)n−1

ns
= (1− 21−s)ζ(s)

The function eta is convergent for all s ∈ C with ℜ(s) > 0 [2].

It is easy to verify that we can write η(s) as:

η(s) =

+∞∑
n=1

[
1

(2n− 1)s
− 1

(2n)s

]
(1.4)

Let us consider the initial relation:

ℜ(η(s)) =
∞∑
n=1

[
(2n− 1)−σ cos(t log(2n− 1))− (2n)−σ cos(t log 2n)

]
(1.5)

2. The Proof

Assume that RH fails for s = σ + it with σ =
1

2
+ u, 0 < u <

1

2
and t > 1. Let us denote

g(σ) = ℜ(η(s)). From (1.2), (1.3) and (1.5), we obtain:

g(σ) =

∞∑
n=1

[
(2n)−σe−lnσ cos(t log(2n− 1))− (2n)−σ cos(t log 2n)

]
(2.1)

simplified, the above equation becomes:

g(σ) =

∞∑
n=1

(2n)−σ
[
e−lnσ cos(t log(2n− 1))− cos(t log 2n)

]
(2.2)
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We get from the functional equation by symmetry of roots with respect to the critical line:

g(
1

2
+ u) =

∞∑
n=1

(2n)−
1
2
−u

[
e−ln(

1
2
+u) cos(t log(2n− 1))− cos(t log 2n)

]
= 0

g(
1

2
− u) =

∞∑
n=1

(2n)−
1
2
+u

[
e−ln(

1
2
−u) cos(t log(2n− 1))− cos(t log 2n)

]
= 0

reordered:

g(
1

2
+ u) =

∞∑
n=1

(2n)−
1
2 (2n)−u

[
e−ln(

1
2
)e−lnu cos(t log(2n− 1))− cos(t log 2n)

]
= 0

g(
1

2
− u) =

∞∑
n=1

(2n)−
1
2 (2n)u

[
e−ln(

1
2
)elnu cos(t log(2n− 1))− cos(t log 2n)

]
= 0

and finally let S = g(
1

2
+ u) and T = g(

1

2
− u), then:

S =

∞∑
n=1

e−
ln
2 (2n)−

1
2 (2n)−u

[
e−(lnu) cos(t log(2n− 1))− e

ln
2 cos(t log 2n)

]
= 0

T =
∞∑
n=1

e−
ln
2 (2n)−

1
2 (2n)+u

[
e+(lnu) cos(t log(2n− 1))− e

ln
2 cos(t log 2n)

]
= 0

Now, we replace ln by −hn, we obtain:

S =
∞∑
n=1

e
hn
2 (2n)−u−1/2

[
ehn.u cos(t log(2n− 1))− e−

hn
2 cos(t log 2n)

]
= 0

T =
∞∑
n=1

e
hn
2 (2n)u−1/2

[
e−hn.u cos(t log(2n− 1))− e−

hn
2 cos(t log 2n)

]
= 0

To prove RH, it suffices to prove that always S ̸= T . From the factor (2n)−u−1/2 in S compare
to the factor (2n)u−1/2 in T , taking in account that:

1. ehn.u in S and e−hn.u in T are very near 1 as soon as n ⩾ 2.

2. The difference between S and T is essentially due to the factor (2n)−u−1/2 in S by op-
posite to the factor (2n)u−1/2 in T .

Therefore S ̸= T and consequently S and T cannot be simultaneously null, contradiction

which implies that a necessary condition for ζ(
1

2
+ u + it) = 0 is that u = 0. This is not a

sufficient condition (all the points of the critical line are not solutions!).

Theorem 2.1. The Riemann Hypothesis is true.

We give a numerical example as an example of application of the theory. The gap between

S and T increases when u increases between 0 and
1

2
(but this example don’t contribute to the

theory.)
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