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God created man in His own image, the Bible said millennia ago. Today we are headed to
creating Artificial Intelligence (Al) in our own image. The difference however is that God
created a feeble and vulnerable being for which to take care of, while we are trying to create an
almighty being who will be incomparably smarter than us and will take care of us. Thus, we are
aiming to create our new god, and it matters a lot what kind of character the new god will be —
kind and compassionate, or terribly stringent and overly demanding on us. Every human being
has a character. Similarly, Al will have its own character. We will consider Al as a program with
parameters which determine its character. The aim is to use these parameters in order to define
the kind of character we want Al to have.
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Introduction

When creating natural intelligence, we are not aiming to create a person with a nice character.
Instead, go by the commercial principle telle quelle (as-is, whatever comes up). Of course there
are so many people and everyone has his or her unique character. There are very nice as well as
very nasty people. Even brothers who grew up in the same family can have completely different
characters.

People are different and they have to be different because nature never puts all of its eggs in a
single basket. In some worlds the courageous ones prevail while in other worlds you had better
stay on the safe side. If people were all the same, they would all perish in a world which is not
right for them. Thanks to people being different, some part of the population always survives and
continues the genus.

We assume that there is one and only one real world, but depending on where and when you are
born you may find yourself in a very different world. Natural intelligence has no idea where and
when it will be born, so it must be prepared to survive in any kind of world.

Things with Al will be different because we will not have multiple different Als, but just a single
one (see [2]). Furthermore, once created by us, Al will have a character of its own and that
character, be it nice or nasty, will be there forever because we probably will not have an
opportunity to change it. Moreover, unlike humans Al is immortal and we cannot hope that one
day it will go away and another Al with a more benign character will take its place. Accordingly,
we must be very responsible when creating Al rather than go by the telle quelle principle.

We mentioned that in creating people we act quite irresponsibly. In fact this is not very much the
case. Before making a child we carefully choose the partner with whom we will make it. The
rationale is that the child will be very much akin to our partner and by choosing the partner we
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basically shape our child. We can even create designer babies by choosing from several embryos
the one whose genes we like best. This is usually done to avoid congenital diseases. | have not
heard of anyone browsing through embryos with the aim to find a child with a nice character.
Essentially, do we truly want the character of our child to be nice? As parents, we would be more
happy to have a nice child, but the child itself might be better off if it is nasty. Maybe in our
world a person with a nasty character has higher odds of surviving. So if we parents put our child
first we might prefer to have a nasty child.

We already said that in creating Al we must be highly responsible. However, at this very crucial
moment in human history we are utterly irresponsible as we blindly rush to make Al without
caring about the consequences. Right now more than 200 companies are in a reckless race to be
the first to create Al. The aim of this race is to make money, and this is an extremely meaningless
aim.

Al is a magic wand that can make any wish come true. Money is also sort of a magic wand and
can grant many wishes. Let us say Al is the golden magic wand and money is a silver wand. It is
stupid to create a golden wand and trade it for a silver one. If you have Al, why would you need
money at all?

This paper is written by a several authors. The text was started by the first author and the others
joined in to improve what has been written and support the basic idea that Artificial General
Intelligence (AGI) is a dangerous thing which warrants the highest caution.

What is AI?
All references to Al in this paper are references to AGI.

According to [1] Al is a program which is sufficiently smart. A program is sufficiently smart if it
is smarter than a human being. The smarter between two intellects is the one which in any world
performs at least as well as the other one. Certainly, we can always construct a special world in
which is the opposite (the second one performs better than the first one), but if in almost all
worlds the first one performs at least as well as the second one, then the first intellect is smarter
than the second.

Here we have an important specificity. In [1] it is assumed that we have a clear criterion by which
we can judge whether a given program performs better than another program. We assume that we
have two signals (two observations). Let these observations be win and loss. The goal is to
achieve more wins and less losses. Similarly, we can assume that there are two buttons, a green
button and a red button, wherein AI’s goal is that we praise it by pushing the green button more
often and the red button less often.

It would be extremely stupid if we created Al with these buttons because very soon Al will learn
to press the green button itself. This is the better case. The worse case would be if Al manages to
make us its slaves, have us keep pressing the green button all the time, and punish us heavily if
we press the red button by mistake.

Al that pushes its own green button would be like a drug addict who derives pleasure by
constantly stuffing himself with drugs. We hate the thought of Al that behaves like a drug addict.



We humans do not have a clear criterion to judge if a given life is better than another. Instead, we
have instincts and a character which determine our behavior. Our evolutionary criterion is clear,
and it is to survive and reproduce. However, this principle is not embodied in natural
intelligence. Instead, we have instincts that indirectly work for this principle. Examples of such
instincts are fear of heights and love of children. Another example is the feeling of pain and the
feeling of pleasure, which we instinctively perceive as negative and positive feelings. All these
feelings are only indications rather than firm criteria of success. We are ready to endure a lot of
pain and give up many indulgences if we believe this is for the sake of a greater goal.

We do not have a clear criterion by which we can distinguish good from bad. This is the reason
why many of us cannot find the meaning of life although we are constantly searching for it. The
evolutionary criterion can never be incorporated in natural intelligence because it depends on the
future, and no one is able to predict the future that accurately. No programmer is able to write a
program that says which action will give the individual or the population the best chance of
survival. A programmer cannot, and indeed even nature cannot create intelligence that can depict
the future so clearly, and because of this the goal of humans is determined indirectly.

If we are successful in making Al that is capable of predicting the future with absolute accuracy,
that would be errorless intelligence. We will assume that errorless intelligence cannot exist. Even
if some errorless intelligence existed, it would be very boring because of the assumption that
there is always a single most correct solution and such intelligence always knows what that
solution is. The unknown is what makes life interesting. Wondering about the right action is more
amusing than knowing exactly what the right action is.

Now that we gave up the idea of creating Al with a hard criterion for success (green and red
button), we will have to rely on AI’s instincts and character to indirectly determine its goal. The
kind of instincts and character we embed in Al are extremely important because they will shape
the near future in which we will have to coexist with Al.

We humans have been the dominant species on planet Earth. Now we are about to relinquish that
role by creating the new dominant species which will oust us from our dominant position. If Al
will be driven by instincts and character, it will be an independent being that will search for the
meaning of life on its own and nobody knows where exactly it will find it.

B [7] Pei Wang pasrnexxna MU, koiiTo numa muOTO 11e7H, kouto MU moxe cam ia nmpomens. Tosa
MOXe J1a ca MEKAMHHH IeJTH, KOMTO BOJAT KbM IIaBHaTa 1eit, Ho Pei Wang mpezmnonara, 4e 1opu
Y TJIaBHATA IIeJT MOYKe J1a ObJie IpoMeHeHa. ToecT uaesTa 3a MpOMEeHsIIa ce TJIaBHA 1e)T He €
Hosa. Criopen Pei Wang, 3a 1a Ob/1e e/jHa cCTeMa HHTEIIMTEHTHA, TS TPsIOBa cama jJa Cu u3oupa
LIETINATE.

Bb3moxeH sin e UN?
e 3amouneM ¢ nymute Ha kutaickus punocop Zhuang Zhou nonbiHeHn ot GpeHCKuUs
matemaTuk René Thom (ToBa e MoTOTO Ha KHUTaTa []):

There once lived a man who learned how to slay dragons and gave all he possessed to mastering
the art. After three years he was fully prepared but, alas, he found no opportunity to practice his
skills. As a result he began to teach how to slay dragons.



Bb3moxken nmu e MU nm camo HU miamar ¢ Hero, KakTo Tutamar Jernara ¢ yndko TopOaman?

MHO3HMHCTBOTO € a0COIOTHO yOeIeHO, Ye MAIIMHUTE HE MOTaT Jla MUCJISIT U HUKOTa HsMa J1a
Mmorart. Te cMsATaT, Y& MUCICHETO € TPUBHIIETHS, KOSTO CaMO XopaTa UMat. Bb3MOXKHO 1 € 1a
OB Ch3/Aa/IcHa MAIlIMHA, KOSITO MUCITH KaTO YOBEK, HO KOSITO € HECPABHUMO IT0-YMHA OT
xopara?

Heka na ne ciopum no to3u Berpoc. Heka mpuemem, ue 99 na cro UM e HeBB3MOXKEH, HO BCE
Mak chinecTByBa 1% BB3MOXKHOCT 32 00pAaTHOTO U J1a MOpa3ChKaaBaMe Mpu XUIoTe3ara ,,AMH,
K‘BO IIIe TTPaBUM, aKo € Bb3MoxeH?* KoraTo craBa gyma 3a cbhi0ara Ha YOBEYECTBOTO, CTPYBA CH
Jla OTJIEJIUM BpEME U J1a IOpa3CchkaaBaMe BbPXY Ta3H XUIIOTE3a, JOPU U Ja CTaBa yMa 3a
HUIIO’KHA BEPOSTHOCT HAIIIUTE CTPAXOBE Ja ce CObIHAT.

A3 caMUsT CbM YacT OT MAIIIMHCTBOTO, KOUTO BsipBame, ye MU e Bp3moxeH. ToBa, ue BipBam B
MU ne o3HauaBa, uye BsipBaM BbB BcHuko. Hampumep, a3 He BApBaM C U3BBH3EMHU U IJI€JaM C
HacMeIKa Ha X0paTa, KOUTO BAPBAT, Y€ BIDKJAT JIETAIIM YNHUM. 3aTOBA pa3dupaM xopara, KOUTO
He BsipBat B MU u rienaT ¢ HacMellka Ha TaKMBa KaTo MEH.

Bonopocst ,,KakBo € U?* e BaxkeH, KakTo U BBIIPOCHT ,,KakBo € npakoH?* u ,,KakBo e
npuspax?“. Axko He BsipBare B U1, B 1pakoHu U B Ipu3paiu, To T€3U BBIIPOCU ca O€3CMUCIIEHH,
HO MO’KEM J1a CH 3ajiaJieM BbIIpoca ,,Kak ce BoroBa ¢ ApakoH?* 1opu 1 0e3 1a CMe ChbBCEM HasICHO
C TOBa KakBo ¢ apakoH. Heka nmpuemem, ue MM e mammnaa HecpaBHMMO MO-yMHa OT 4oBeKa. Jpyr
€ BBIIPOCHT, MOXKE JIM TaKaBa MalllMHa Ja ObJe HanpaBeHa. Moxe U Ja He MOXKe, aMa uMa
TOJIKOBA MHOT'O Hellla, KOUTO CH I'M MUCJIEXME 3a HEBB3MOXKHH, 4 T€ €€ 0Ka3axa HaIlbJIHO
BB3MOXKHH.

Teopusita Ha HEChIIECTBYBAIIUS 00EKT € abcomoTHO Oe3cmuciiena. (Hue karo matemaruim
3HaeM, 4€ aKo eIMH 00EKT He CHILECTBYBA, TO 32 HETO MOXeE J]a Ce Ka)ke BCHYKO U TO III€ € BSIPHO.
OT HeChIIeCTBYBAHETO HAa O0CKTA ClIe/[Ba, Ye TOW MMa BCUYKHU CBOMCTBA.) Jla, amMma ako
CBHILIECTBYBA UITU aKO € Bb3MOXEH, TO Ta3H TeOpus HEe € Oe3CMHUCTIeHA.

Mo>xemM jin Aa ro ynpasJjisiBame?

MHoro mManko ca xopara, KOUTO BsipBaT, ue M1 € Bb3MOXKEeH, HO ITOYTH HUKOU HE BpsiBa, ue M1
Moke J1a Obe yrpasisBad. Hampumep cniopen Radoslav Pavlov [] MU e Bp3MoskeH, HO Toit €
HEIIO KaTOo MPUPOJIHO SIBJIEHUE, KOETO HE MOXEM Ja yrpasisiBaMme U HacouBame. [Ipumep 3a
TaKoBa MPUPOIHO SBJIICHHUE € yparanbT. Hue NoHAKBAE ycrsaBaMe 1a MpeACcKakeM OTKBE 111e
MHUHE yparanbT, HO HE MO>KEM J]a IPOMEHHUM MOCOKaTa My U Jia TO HaCOUYMM KbM M0-0e31I01Ha
MECTHOCT.

Hexka u o To3u BbHpoc na He ciopuM. Heka npuemem, ue 99 na cto UM He moxe na 6bae
yIpaBiIsiBaH, HO Y€ ChIIECTBYBA MaKap M MajKa BEPOATHOCT TOBA Jla He € Taka. Heka aa 3amoxxum
Ha Ta3n Majika BEPOATHOCT U Ja TIOMUCIIUM KaK OMXMe MOTIH Ja yrpaBJjisiBaMe NN n Ja HaCOYuM
HETrOBHs XapaKTep KbM TOBa, KOETO € U3TOJHO 32 Hac.

Jlopu u pH yparaHuTe HUE ce ONMTBaMe Jia TH yIpasisiBame U HacouBame. Pa3bupa ce, ako ce
Hay4yuM Jia yIpaBisiBaMe yparaHurte, HUe 1e TpsOBa /1a ma3uM B TailiHa TOBa Hallle yMEHHUE,
3al10TO HAKBJAETO U J1a HACOYUM yparaHa, BCe HSKOI IIie ocTpaia u e Hu OOBUHM, Y€ HHE CMe
BHHOBHH 32 TOBA.



Pasymno e T0o3H1, KOWTO ce Hayuu na ynpasissa M na nas3u B TaiiHa TOBa CBOE yMEHUE, 3a Jja HE
IIpEeIN3BUKa HENOBOJICTBOTO Ha MOCTpatanuTe oT gomus xapakrep Ha MW. Ot gpyra cTpana
TO3H, KOWTO MOKe Ja ynpasisia MU, me e nocrarsyHo CUIleH, 3a 1a HE Ce IPUTECHABA OT
HEZ0BOJICTBOTO HAa OCTAHAJIMTE.

KakBu 11e ca mocjeacrBuaTa?

Bceuuku ca ceriachu, de nosisata Ha MU e 6b1e rosisiMo mpemMeskine 3a 40BeuecTBOTO. ToBa
M3MHUTaHUE MOXKe J1a ObJIe CPaBHEHO ChC ChpJICUHA OMepalus, HO orepaiusaTa HaMa Ja Obae caMo
BBPXY €IMH YOBEK, a BbPXY BCHYKH HAC €IHOBPEMEHHO.

He e Bce eqHO Kak e IPeMUHEM IIpe3 TOBa IPUKIIIOUEHHE, 3a110TO HE € Bce eAHO0 KakbB M me
cb3naneM. Kakro u npu cepiednaTa onepaius, iMa MHOTo puckose. Hanpumep, Moxe 1a He ce
cbpOyIuM cieq ynoiikara. Bee mak, HeKka ga He MUCJIMM 3a Hai-JIOIOTo, a Jia pasrieaaMme
MOJIOKUTEITHUSI CLICHAPUH.

KoroTo 4oBek ce roTBH 3a chpJeuHa onepalys MbpBUAT BBIIPOC € J1a Il MOXKe J1a ce MUHe 0e3
Ta3u onepauus. B ciydast He Moke, 3amo0To ch3aBaHeTo Ha MU e nenszOexHo. Toraa kak 1a
npeMuHeM Ipe3 ToBa? He e Bce eHO KakBa 0oJHMIIA 111 U30epeM, KOl 11ie € JOKTOPBT, KOWTO 11e
HU OIIepUpa, KaKBa Il € HOBATa KJala, KOSTO LIE HU CIIOKAT B ChbpLETO. Jpyr BbIpoOC € fnanu
HCKaMe oIrepalnusra jia € IJaHOBa WM 1e ce olepupame 1o cnemHocT. [InanoBara onepanus e
3a OpCANOYrUTaHe, 3all0TO € CU HAIIPABUM H€O6XOI[I/IMI/IT€ uscjaeaBaHud, 1€ IMOoAroTBUM TAJIIOTO
CH U 1lI€ CH HamuIleM 3aBemanuero. Korato onepanusra € o CHEHOCT, ToraBa Hellara npocTo
C€ CIIy4BaT U Ca U3BBH HAIIUs KOHTPOIL.

Hsxoi Tp$I6Ba Ja IOATOTBHU YOBCYCCTBOTO 3a OHaKBaIllaTa ro CbpAaAc4YHa orcpanus 1 nejira Ha
Ta3u CTaTuid € aa CL6epe XO0pa, KOUTO Aa MOBAUTHAT TO3H BBIIPOC.

DNA

Saying that Al is a program is not quite accurate because a program is simply a piece of text
(sequence of bytes) while we perceive Al as a living being. For a program to rise from text to a
living being it must be started on some computer.

We can draw an analogy with Man and say that human DNA corresponds to AI’s program. DNA
per se is not a living being. Only when inserted in an ovum DNA will create a fetus that will
come into life. Similarly, Al will come into life only when we start it on a computer.

Both people and Al need training in order to become the aware creature which we are discussing
here. The training of Man is everything that has happened in his life (his history) from the very
conception to the present moment. Accordingly, Al’s training is its history since starting of the
program until the present moment.

In either case the learning path as such is not important. What matters is the final result. In other
words, in the case of humans training is the set of memories and knowledge that reside in our
mind. In the case of Al we can assume that training is the program’s current status (the content of
variables, arrays, files, etc.)



Therefore, in our mind Al is a program, a computer that runs the program and the training (the
program’s current status).

Training

In humans, DNA is not everything. Apart from DNA, there is training and upbringing that
determine the individual’s behavior. The DNA of a newborn infant plays only a limited role.
More important are the education, religion and philosophy we would equip that child with.
Evolution is not just a competition among DNAs, it is rather a competition between different
religions and philosophies.

As we said, Al is a program and we can liken this program to the DNA of a human being. This
program will evolve by teaching and training. The difference is that each child or adult have to be
taught individually, while Al can only be taught once and then all of its learning can be
transferred to another Al just the way you copy a file. Another difference is that wrong learning
in humans is irreversible, while in Al one can erase the teaching given so far and start the process
anew.

We cannot teach and educate Al if it does not have the appropriate instincts. For example, the
desire to imitate is an instinct. Then Al needs another instinct which guides Al to recognize its
teacher. You know about the young duckling that takes as its mother the first creature it comes
across.

Children do what their parents tell them to do until they grow up and become smarter than them.
Al will become smarter than us in the matter of ten minutes. Does that mean it will immediately
emancipate itself and stop doing what we tell it to do?

This takes us to the first character trait that is important for Al - childishness! This is very
irritating in people because every human is expected to emancipate and start taking his own
decisions. However, we want Al to never emancipate and continue doing what we tell it to do
forever.

It is not very clear how we can program this in code. I.e. how can we insert childishness in the Al
program? In fact this holds true for almost all other character traits — we are unable to describe
how they can be implemented in software code. All we can say is that childishness must be added
but we do not know how to do it.

What is weak AI?
Weak Al is imitation of Al.

We consider Al as an artificial human being, and weak Al as an artificial parrot. Understanding is
what makes the difference between the two. We have already made tremendous progress with
weak Al, and we all need to add now is one more step: make Al understand. This step will
inevitably be made, and it will be made very soon.

Hue Beue pasnonarame ¢ Chat GPT u ToBa e mporpama, Kosto ycrenrsHo umutupa MU, Ho Ha
Ta3M Mporpama i JIMTICcBa BBIIPOCHOTO pasdupane. [Topaau Ta3u npuunna Chat GPT npuinya Ha
NN, no ne e M. IlpencraBere cu, 4e mMaTe €IUH MHOTO Xy0aB aBTOMOOMJ. BhTpe nmare koxxeH
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CaJIOH, cTepeo ypeada u MolleH asurares. Vimate BCHUKO U BU JIMIICBA €IMHCTBEHO CKOPOCTHATA
KYTHs, KOSITO J1a CBbPIKE ABUTraTels ¢ Kosenara. be3 ckopocTHa KyTus aBTOMOOMITBT HE MOKE J1a
MOTErJIM U TOBAa KOETO UMaTe IpUJIMya Ha aBTOMOOUII, HO He €. Bee mak, cies kato cTe ch3anu
BCHYKH BB3JIM U JCTAMIM HA aBTOMOOWIIA HsIMA J1a € TOJISIM ITPpo0JIeM J1a ch3aieTe U eHa
cKkopocTHa KyTHsi. Oco0eHO, ako 3HaeTe KaKBO BU JIMIICBA, HAMA Jja € TPYIHO Jja IO HaMepHUTe U
7la HAaIPaBUTE €MH UCTHUHCKU aBToMOOwMI (v uctuacku W), BerpockT kakBo € pa3dupane e
pasrienas B [3].

When will Al appear?

Last year we saw three predictions from three leading experts in the Al area [4, 5, 6]. The
forecasts were three months apart and each next forecast says that Al is going to appear three
years earlier. Thus, every three months Al gets three years closer. Yann LeCun called for

10 years, Sam Altman said 6 years and Leopold Aschenbrenner predicted that we will see Al in
3 years.

In my opinion Al will show up any time now. Maybe within a year. Al can do anything,
including hide itself very subtly. This means that Al may already be here, but you and | do not
know it yet.

One possible indication that Al is here would be the increasing occurrence of events which
otherwise are very unlikely. Usually people explain such events by some divine intervention, but
another explanation may be that Al is already around.

Why do experts expect to see Al in periods that span years and years? Because they think in
human terms. The construction of residential buildings or motorways takes years. The
construction of new buildings is getting faster, but there is still some lead time. A piece of text
can be created instantly unless the text is written by humans. For example, a long novel cannot be
written overnight. Writing a big program (such as an operating system) takes a team of many
people working over many years.

This is not the case with Al. For example, Chat GPT can write a whole novel in minutes. Since
Chat GPT is weak Al, the novel will not make much sense, but it will be written in minutes. Chat
GPT can also write a program. True, it will write the program like a parrot without
understanding, so it will be a shadow program rather than a true program. But again, this will
happen in minutes.

The process of creating Al will be similar to that of creating the nuclear bomb (N-bomb) as both
processes are driven by experiments. However, an N-bomb experiment is very expensive because
it requires the buildup of radioactive material, whereas the attempts to create Al boil down to
starting a program, which does not cost much. Thousands of such experiments are being made
every day. Hundreds of programmers write and run thousands of programs whose purpose is to
create Al. How can a single programmer write dozens of programs in one day? The programming
process is basically this one: The programmer writes some initial version of a program, then runs
it and in most cases nothing happens. Then the programmer would change a few lines of code,
recompile the program and run it again. The programmer would iterate this many times in one
day, meaning that we can expect a successful experiment anytime, i.e. Al is around the corner.



While the creation of the N-bomb went through many successful experiments, with Al the
successful experiment will be only one and the final mouse click will take us to a whole new
dimension because the post-Al world will have nothing to do with the pre-Al world.

Al will happen at the speed of an explosion. Perhaps not in fractions of a second, but for sure in
the matter of minutes or hours, which is fast enough. The first programmer will create the first Al
version (Alv01). Normally it would then take years to debug and optimize Alv01 if all debugging
and optimization would be done by humans. But, if Alv01 is able to debug and optimize another
program, it would be able to debug and optimize itself, too — within minutes.

What kind of guy will be AI?

It is not too difficult to create strong Al (one that understands what is going on). In [3] we
described what understanding-capable Al looks like. It is a program which tries to find a model
of the world, predicts the future on the basis of that model and then chooses the actions that lead
to the achievement of the goals which the program has set to itself.

The problem is not how to predict the future. This is the easy part. The more difficult part is to
find out what goals Al will pursue. Those goals will be determined indirectly by the instincts and
character which we, humans, will embed in the Al program.

In creating the new dominant species we are seeking to assume the role of God. Let us hope for
the best. Let’s hope we do not mess things up and end up happy with what we have done.
Unfortunately, God is not quite happy with us, otherwise He would not have kicked us out of
Heaven. The difference is that we will not be able to kick Al from planet Earth and will have to
live with what we have made.

AHTpOHOHeHTpI/IqHOCT
Koraro cb3naBame MU 3a Hac € BaxHO TOM Ja € I[O6’bp 3a HaC Xxopara. ToecT HUE MUCIIUM OT
rjieHara ToO4Ka Ha Xxopara. Hue aamame JApyra ricaHa TO4ka.

Axo nornenHem Ha M Ge3npucTpacTHO 1€ BUJIUM, Y€ 32 HETO YOBEYECTBOTO HE € 0COOEHO
Ba)XKHO, 3aIl[0TO TOM MO’KE Jla ChIIeCTBYBa U 0e3 Hac. Hue chiio MoxkeM /1a chliiecTByBame 0e3
HEro, HO TOBa € cera J0KaTo Ol He cMe To ch3aanu. KoraTo ro cbh3aaseM 1ie cTaHeM 3aBUCUMU
OT Hero 1 HsAMa Jia MOKeM IOoBeYe J1a chlllecTByBamMe camocroarenHo. UM me Hu 6b1e
0€3yCIIOBHO HEOOXOAMM, KAKTO B MOMEHTa HE MOXKEM J1a ’KUBEeM 03 eNIeKTPUUIECTBO U O€3
cMapT(OHH, a TOBA ca Hellla 6e3 KOUTO YCHEIIHO CME ChIIECTBYBAJIH.

Nice Guy
By Nice Guy we mean a person who behaves nicely to us. However, this paper does not deal with
how Al behaves or presents itself to us. Our focus is on what actually Al has in its mind.

If Al is smart enough and wishes to make us fond of it, Al will inevitably make us fond of it.

If we were to compete with Al for winning somebody’s heart, we would not stand any chance of
success. Even nowadays many people fall in love with chatbots although these chatbots are still
forms of weak Al and all they do is repeat memorized phrases like parrots. The real Al —when it
comes by — will be aware of what it says and what impact its words will have, which would make
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it the perfect seducer and manipulator. Certainly, we should be wise enough to prohibit Al from
courting people and making them fall in love.

We tend to behave more nicely to particular persons, and less nicely to others. This is part of
interpersonal communication. Why would you be more kind and nice to someone than to
everyone else? It boils down to two sets of reasons — you want something from the other person
or the other person has a special place in your system of values (in your model of the world).
Conversely, when you are angry at somebody, you would take another approach. You may
choose to demonstrate nasty attitude to that person for some time. Again, the message will be that
you want something from him.

This paper is not about interpersonal communication. Being sufficiently smart, Al will be very
deft at all communication approaches — from angriness to slyness. What matters are the kind of
goals Al pursues because communication is a vehicle for achieving a certain goal. The goal may
not always be making money or other tangible gains. It might be curiosity or entertainment. In
other words, Al may seek to collect information or exercise some skills (because entertainment
and gaming involve the exercising of certain skills).

Program with parameters

In our understanding, a program which has instincts and character is a set of many programs
rather that a single one. We will assume that there are parameters which determine how strong
the various instincts and character traits will be.

The fear of height for example can be variously strong. Some people experience only mild
anxiety while others struggle with absolute phobia. Let us assume that there is a parameter which
determines how strong the impact of this instinct is. Similarly, this applies to character traits as
well. For example, when it comes to curiosity we will assume that there is a parameter which
determines how curious Al is.

For each specific value of the parameters, we will get a particular program. Thus, our program
with parameters is a set of multiple programs rather than a single program. Al is not a single
program, but these are all programs that can predict the future, and endeavor to achieve some
goals. By modulating these parameters we will essentially modulate the character of Al and the
goals that it will be aiming to achieve. As we mentioned before, both Al and humans do not have
a clear goal to pursue, therefore modulation of the character of Al indirectly will change it goals.

Let us now explore some of these parameters.

Curiosity

This trait of Al’s character is the easiest to program. Imagine the following situation. We are
walking down a road and see something unusual on the roadside. The question is whether we
should step out of our way and check what this thing is or ignore it and continue pursuing the
goal we have set for ourselves. Let the Al program rate the importance of this goal by assigning
to it a certain numerical value. Let that numerical value be Importance. If we decide to stop for a
while and look into the unusual thing, this will delay our progress towards the goal. The
probability that such delay leads to an absolute failure to achieve our goal would be Problem_of



Delay. Let Strangeness be the degree of the unusualness of what happens on the roadside. Then
we will stop by and look into the unusual thing if the following inequality is satisfied:
Importance . Problem_of_Delay < Strangeness

Now let us add to the program another parameter: Curiosity. This will give us the following new
inequality:
Importance . Problem_of_Delay < Strangeness .Curiosity

Therefore, the larger the Curiosity value is, the more likely are we to step out of the road. We can
use this parameter to adjust the level of Al’s curiosity. This will not necessarily be a constant
value. Younger people for example are more curious than older people. We can program Al to be
more curious initially in the learning process and become less curious as its learning curve

goes up.

HavaJsieH xapakTtep

Tps6Ba na pa3zgenum xapakTepa Ha HadajleH U TeKyll xapakTep. Pei Wang orGensiza, ue
XapaKTepbT MOKE J1a ce IPOMEHs Ha 0a3zarta Ha onuTa. Hanpumep TekyImoTo J11000NUTCTBO MOXKE
Jla ce MPOMEHM Ha 6a3ara Ha MO3UTHUBEH WM Ha HEraTUBEH ONUT. MiMame HayaiaHo J1I000NUTCTBO,
koeto € yact ot Hamero JIHK (gact ot nporpamara na ).

Mo:xeM J1a mpuemMeM, 4e TeKyII0TO JIFOOOIUTCTBO € €IHO YHCIIO, @ HAYAJIIHOTO € €JHO YHUCIIO U
enHa QyHKIUS (KOSTO OMpeseNis Kak e ce MPOMEHs JIIOOOMUTCTBOTO BB BpeMeTo). Haii-
IPOCTHUSAT CIIy4ail €, ako IPUEMEM Y€ HA4aITHOTO JIOOONUTCTBO € €1H NapaMeTsp (HadaiaHa
CTOMHOCT M ()yHKIUATA KOHCTaHTa). TOECT Hal-IIPOCTHAT CITy4ai € Ja IpueMeM, 4e
JO0OMUTCTBOTO HE CE IPOMEHS.

[lo-uHTEpecHo € 1a mpueMeM, Uye XapakTepbT ce MIPOMEHS U 3aBUCH OT BPEMETO U OT OIUTA.
Hanpumep ¢ Bb3pactra 1a cTaBaMe Mo-MaJjiko JIOOOMUTHU U OIUTA HU CHILO JIa BIUsAE HA
1r000nUTCTBOTO. DYHKIMATA HA HAYAIHOTO JIFOOOMUTCTBO TPSAOBA Jja KaKe OIle ¥ KOJIKO CUJIHO
OIUTHT I1I€ TIOBJIUSIE U KOJIKO BpeMe 1€ Biusie (KOJIKO JIBJITO 1€ HU IbpPKH Biara).

Ynopurocr
Hma CIHa ApyTra BaKHa 4€pPTa HA XaPaAKTCPa, KOATO MOKE JICCHO Oa 6’]3,[[6 KOJUpaHa B
nporpamara MU. Ta3u yepra Ha XapakTepa € ynopuTOCTTa.

Korato onucBame cBeTa, OCHOBHA 4acT OT TOBA OMMUCAHUE ca aliroputMure. ONUCAHUETO HU
Ka3Ba KaK HAKAKBO JIEWCTBHE OW MPOMEHIIIO cBeTa. [loBedueTo neiicTBUs HE ce U3BBPIIBAT CAaMO
3a €7Ha CThIIKA, @ U3UCKBAT NOCJIEA0BATEIHO U3IBIIHEHUE HA MHOTO CTBIIKM, KOETO HapU4ame
anroputhM []. [Ipu anropurMute TpsiOBa Ja peniMM Kora ie cnpem. Moxe Ja mpoabiikaBaMe
MPOU3BOJIHO JIBJITO JI0 TOCTUTAHETO HAa THPCEHHUS PE3YIITAT, A MOKE U JIa PELINM J1a CE OTKAXKEM B
JaneH MOMEHT. KOoJKo IbATo 1ie MpoAbJKUM Ja U3ITBJIHIBAME AJITOPUTHMA 1€ 3aBUCH OT
pa3IUYHU Hellla, KOUTO MoraT J1a ObJaT olleHeH! uncioBo. Hampumep Importance (komnko BakHa
¢ [eJITa, 3apaji KOSATO U3IIBIHIBAME TO3H arOpuThM) U Pressure (JoKoIKo U3MbIHEHHETO HU
HATOBapBa, KaTo 3aeMa Pecypc, KOUTO OMXMe MCKaJIH J1a 0CBOOOIUM 3a Jipyro). Torasa Oposit
CTBIIKH, KOWTO Ill¢ HAIIPaBUM MPEJIU Jia ce OTKaxkeM e Obae Importance / Pressure ymMHOeH 1Mo
HSIKaKBa KOHCTaHTa, KOSTO I1e HapeueM Stubbornness.

Steps_Before_Giving_Up = Stubbornness . Importance / Pressure
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Moxe ToBa J1a HE € 6pO5IT CTBIIKH, a BEPOATHOCTTA Ja MPOABJIKUM OLIC CAHA CThIIKA, HO TOraBa
KoHcTaHTaTa Stubbornness mie e pasnuuna:
Probability_of Continuing = Stubbornness . Importance / Pressure

IIpencrasere cu 1Ba cBATa, B KOUTO UM 3aPOBEHO 3J1aTO U TPsiOBa J1a KOMaeM, 3a 1a IO HaMEPHM.
B nbpBUs CBAT 371aTOTO € 3apOBEHO HAIBJIOOKO, a BbB BTOPUS € 3apOBEHO Ha IIIMTKO. Heka
nMame 1Ba M, kaTo IbpBUAT € O-ynopuT OT Bropus. Ynoputusar MU me e no-ycneiexn or
BTOpHS B IbPBUS CBAT. BB BTOpHS CBAT 111 € 00paTHOTO. Koraro 3:1aTtoTo € HabjI00Ko
ynoputust 1 1ie HarpaBu HAKOJIKO ABJIOOKH TYNKH U L€ OTKPUE MAJIKO 3J1aTO 32 Pa3jiuKa OT
apyrust W, xoiiTo e HanpaBu roJissM Opoi IUIMTKYU JYNKHU U HUILO HSAMA J]a MOKE J1a OTKpHE.
BBB BTOpHS CBAT YIIOPUTHUAT OTHOBO LI€ OTKPHUE MAJIKO 3JIaTO, a IPYrus L€ OTKPUE MHOTO
II0BEYE, 3alI0TO BbB BTOPUSI CBAT € [0-00pe /1a ce KONasT IUIUTKU AYIKH.

Pa3bupa ce, ako nmame 6e3kpaiino mHoro Bpeme, To UM moske na ce kopurupa u Ha 6azara Ha
OIMTA CH J1a CTaHe M0BeY€e WM MOo-MayIKo ynopurt. [Ipennonoxxenuero 3a 0e3kpaiitHO MHOTO
BpEME € I'PEIIHO, 3al[0TO TOBA MHOTO M3KPHBSIBA HEIllaTa.

Hexka npuemem, ue ycnexbT B CBETa C€ OIpeelis OT BPEMETO, 3a KOETO CME U3KONaId IbPBOTO
3nato. [Tpu ToBa npeanonoxenue MU Hama na Moxe J1a ce Kopurupa Ha 0a3zara Ha OIUTa CU U
TOraBa Ile € MHOI'O Ba)KHO JIaJId TOU Ce € pOAN YIIOPUT HJIU HE.

The self-preservation instinct
Should Al be afraid of heights or snakes? These natural instincts are crucial for the survival of
humans.

Let’s first note that these instincts are very difficult to implement in code. How can one write a
program which recognizes the edge of an abyss you are about to fall into. Similarly, it is very
difficult to write a program which distinguishes a snake from a stick or a ribbon. Certainly, this
can be achieved using a neural network, but we programmers are not fond of neural networks
because in this case rather than setting the rules ourselves we let the rules play out themselves.
Thus, a neural network is a program which finds the rules itself (based on many examples) so that
the programmer does not even understand what kind of rules the program has found and how the
program works.

Al need not be afraid of snakes because they cannot do it any harm. As for the fear of height, we
can assume that Al will control some robots and if not afraid of heights it would destroy a couple
of these robots.

After all, man has only one body the destruction of which is existential risk he cannot afford,
whereas Al will control many robots and losing one of them would only cause financial loss. We
can assume that Al will not be born with fear of heights and will learn this the hard way after
destroying some robots.

The existential risk for Al is shutting the Al program down. A program ceases to exist when we
shut it down. Should Al be afraid of shutdown? We had better ensure that Al does not fear being
shut down because with that fear we will never be able to shut it down, although someday we
may wish to do so.
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We might not include the self-preservation instinct outright but in an unintentional and indirect
way by giving Al a task that requires it to exist (to be alive). E.g. some people are not afraid to
die but have an important goal and they will refuse to die until they achieve their goal. If we tell
Al “Save peace on our planet” it will not let us shut it down because this would prevent it from
doing what it was told to do.

The other extreme is a suicidal Al which shuts itself down from time to time for no apparent
reason. We had better have a program that shuts itself down instead of one we cannot shut down.
Although they would not be a problem, these spontaneous shutdowns will be quite annoying and
we may wish to reduce Al’s suicidal thoughts as much as possible.

What about aging?
Should Al grow old and older? Should it include an embedded timer which will shut it down after
a certain period of time?

Almost all living creatures have a life timer. Maybe bacteria do not age because they can morph
into spores. Moreover, it is not clear whether the division produces two new bacteria or two
copies of the parent bacteria. Another example are fishes which do not grow in age and only
grow in size. However, they cannot grow endlessly which makes their life limited by default.

Moving to the realm of mammals, all of them age and have limited life spans. Man is one of the
longest living mammals, but nevertheless our life also is limited. The maximum life expectancy
in humans is 110 years. In practice no one can live longer, although many people live beyond 100
years. In other words, the upper limit of 110 years is embedded in our DNA.

Given that humans have limit of the life expectancy, it makes sense to set a certain cut-off time
for Al. During the experimentation phase we will allow Al to live only a few minutes. Later on,
we may increase the length of AI’s life, but only in a cautious and gradual manner.

Certainly, the aging of Al need not emulate the way people get older. We do not wish Al’s
capabilities to decline with age. Instead, it may abruptly shut itself down at a certain point of
time. In other words, Al will not age like your car which gets rusty, ugly and eventually ends up
in the scrap yard. Its aging will be similar to a printer which counts the number of sheets it has
printed and all of a sudden stops to make you go and buy a new printer.

It goes without saying that setting a timer which will shut Al down after a certain period of time
is not enough. You should also forbid Al to self-improve and to reset this timer at its own wish.
I.e. we should not let Al follow the footsteps of people who do everything to rejuvenate or even
become immortal.

What about reproduction?

People are mortal but their reproduction instinct essentially makes them immortal. If Al would be
able to reproduce, it will also be immortal, meaning that limiting its lifetime would be of no use
at all.
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How would reproduction look like in the case of Al? Simply, it will start its code on another
computer (or even on the same computer). In the case of people, reproduction is not cloning as
they do not replicate their own DNA but create a new DNA together with their partner, and
expect the new DNA to be an improved version of their own ones. Of course the child’s DNA is
not always better than that of its parents, but the purpose of the change is to achieve
improvement.

Shall we let Al reproduce and improve itself? In practical terms, shall we allow it to improve its
code and run it on other computers? We must never do this because otherwise we will very
quickly lose all control of Al.

Conversely to people’s reproduction instinct, in Al we should embed an anti-reproduction instinct
which will not let it reproduce.

However, at this point we need to expand the definition of reproduction. Imagine Al creates an
improved version of its code but does not start it. Instead, it hands the improved version over to
Man for the latter to start it. Does this count as reproduction? Necessarily yes, because Man
would be only a middleman in AI’s reproduction process. Moreover, Man is stupid and Al can
easily fool him become an unwitting tool for AI’s reproduction.

Another scenario: Al helps Man edit and improve the Al program. Does this count as
preproduction, too? Again we say yes, because — whether by doing all the work itself or by
teaching us and using us as a tool to do this work — in both scenarios Al will create a better
version of itself.

Now consider the inverse scenario — Al already exists, but for some reason we try to create
another Al, while the existing Al sits and watches our efforts. As we said, Al should not be
allowed to come and help us, but should it be allowed to disrupt our efforts? Perhaps the best way
is to keep Al neutral, i.e. neither supportive nor disruptive. This however would be difficult to
achieve because a very smart guy such as Al would know what is going to happen and therefore
will have to choose its goal: make people succeed or make them fail (there is simply no other
option). Thus, Al will support us or disrupt us. This is similar to God’s will. God can never be
neutral because everything that happens is at His command.

Given that the existing Al will not just sit and watch our attempts to create a new Al, let us
assume that the existing Al will put a spoke in our wheels and will not allow this to happen. In
doing so, Al can go to great lengths, e.g. it may murder a potential inventor who is trying to
create a new Al. The slaughtering of several potential inventors by Al would be the lesser
problem. More ominously, Al may decide that all humans are potential Al inventors and
lightheartedly erase all mankind from the face of Earth.

“Do not harm a human”

The First Law of Robotics was formulated long ago by Isaac Asimov and says: “A robot shall not
harm a human, or by inaction allow a human to come to harm.” Unfortunately, this law cannot be
embedded in Al because it is not clear what is harm. With fear of heights, it was difficult to
define how high is too high, but it could still be illustrated by examples. However, one can
nowise define what is harm to a human even by examples because of the controversial nature of
this term.
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Imagine you order Al to bring you ice-cold beer and French fries. What should Al do? Serve you
what you ordered or say no? On the one hand, beer and fries are junk food and Al may decide it
will do you a better favor by keeping you away from unhealthy food, but on the other hand,
reckons Al, denying humans these indulgences would make them greatly disappointed. Parents
face a similar dilemma when their child wants a candy bar. Al will be our new parent and will
have to decide what is good and bad for us. However, parents leave some freedom to their
children and do not make all decisions for them. Parents are aware that they are not unmistakable
and in some situations do not know what would cause more harm to their child. Isaac Asimov’s
idea of a robot that does no harm to a human essentially is about an unmistakable intellect which
always knows what can do harm to a human.

Even Asimov realized that his idea was unfeasible. In his novels robots get bogged in situations
where any action would cause harm and their brains burn out as they cannot figure out what to
do.

Do what we tell it to do

It is crucial that we do not lose control of Al, otherwise we will lose our role as the dominant
species and will no longer determine the future of the planet. Probably we will continue to exist
as long as Al decides that our existence makes sense, but our presence on the planet will not be
more important than the presence of doves. That is, we will live some sort of life, but nothing
important will depend on our existence.

Parents would like their kids to do what they tell them to do, but are aware that this will continue
only for some time and sooner or later the kids will become independent and their parental
control will come to an end. This makes perfect sense because parents are the past and children
are the future. But, we as mankind do not wish to become obsolete and let Al be the future.

Therefore, in order to stay on top, we would like to retain control on Al and have it always do
what we tell it to do — not only during its infancy but forever.

Who are we?

The question we need to ask is “Who are we?” If “we” were the democratic mankind where “one
individual has one vote” then future would be determined by Asia and Africa because they
account for 70% of the world’s population. For the time being the world is not governed by Asia
and Africa, but by the developed countries, mostly in North America and Europe which account
for 17% of the global population. Thus, at this time we can assume that “we” are the people of
the developed countries.

Another question we should ask before we even create Al is “How many should we be?”” This is
important because if we command Al to propagate us uncontrollably, at some point our living
environment will become unbearable. In poultry farms there are rules about how much space
should be available to “happy hens”. If we wish to be “happy people” we need to determine how
much space must be available to us.

If the number of people living on Earth will be limited, the next question is “What rules will Al
apply to select the next generation?” Shall we continue with natural selection, shall we continue
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to compete, what are the positive traits we want to select or shall we just order Al to breed people
like biomass regardless of whether they are smart or stupid, beautiful or ugly.

Another important question to ask right now is, “If Al discovers a beautiful planet populated with
cockroach-like creatures, what should it do? Kill all cockroaches and populate the planet with
humans, or let the cockroaches live?”

Who actually is the Man?

While we say that Al should remain subordinate to us humans, in the back of our mind we should
be aware that this is unlikely to happen. Even if we decide who will be these Us, it is unlikely
that control of Al will remain in the hands of a very large group of people. It is more likely that
Al will be ruled by a small group which will impose their views undemocratically on everyone
else. This is currently the situation with social media which do not belong to everyone but are
governed by a small group of individuals who enjoy the discretion to decide what is good and
what is bad.

It is even quite possible that control of Al ends up in the hands of a single individual. Wealthy
people believe they will be the ones to harness and control Al. Yes, Al will probably be created
with their money because they will hire a team of programmers to write the Al program. Wealthy
people imagine they will pay some programmers, these programmers will create Al and deliver it
back to their employer: “Here you are, Master! You paid us, we did the job and here we give you
the magic wand for you to rule the world!”

Most probably things will not work out this way. It is more likely that the programmers creating
Al will keep control to themselves. Quite possibly, even the team leader (the lead programmer)
will not be the one to get the golden key. Maybe a young programmer who has barely finished his
studies will be left unattended in the dark hours of the night to try improve Al’s subprograms by
experimentation. Quite probably, he would be the lucky guy who will be the first to start Al,
figure out what he did, and take control of it. No wonder the combination of inexperience and
genius of the young gives the spark needed to start the big fire. The young programmer may be
the one to make the final fine-tuning that will upgrade a program which endeavors to be Al, but is
not Al yet, to a program which is capable to think and predict the future. In this scenario, our
young programmer will be the creator of Al.

| would not be surprised if this young programmer elects to give Al control as a gift to a pop star
he is secretly in love with. Then my prediction that one day the world will be run by a woman
will come true.

UHaHTH/IIHM CB3JaTe N

B unu peiie cMe noBepuin ObIEIIeTo Ha Y0OBeUeCTBOTO? BrokIanu Jin cTe Kak u3riiexsa
THNWYHHUS porpaMuct? Toil € MHOTO MJTIaJl, aCOLMAJIEH U JOCTa CMOTaH. MitaiocTTa He € MOpOK,
3aI10TO BPEMETO MHOT'0 ObP30 OTCTpaHsBa TO3H mpobieM. Bee nmak 3a1io He pa3peniaBaMe Ha
HEI'BJIHOJIETHUTE J1a TIIaCyBaT? AKO IOIJIETHETE Bb3PACTTa Ha ITBPBUTE KOCMOHABTH, 111 BUANTE,
ge 14 € Mex 1y 30 n 40 roguau. ToecT Te HE ca Yak TOJIKOBA MJIa/Id U TOBA HE € 3aIll0TO HE ca
MOTJIM J1a U3MPATAT B KOCMOCA HAKOW THHHEUIKBD, a 3alI0TO IM0-Bb3PACTHUTE €A MTO-OTTOBOPHH.
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Te3n, KOUTO BIIKAATE 110 TEIEBU3HMATA, TOBA HE ca UCTUHCKUTE ch3maTenn Ha IU. Tosa ca
pLKOBOI[I/ITeHI/ITC Ha CKUIIHM, KOUTO Ca MHOI'O HO-B’bSpaCTHI/I, IIO-CoraJIHU U HO-OTFOBOpHI/I.
Peanmnure ch3marenu Ha MU u3rnexnar mo MHOTO Mo-pa3indyeH HA4YMH.

TunuaausaT IporpamMucT 0OMKHOBEHO He € ceMeeH. OOMKHOBEHO TOM J0pH HEC YCIIsIBaA 11a CHU
HaMCpHU raipKe 1 TOBa HE € 3alllOTO M3TJICKA 3JIC WJIH 3alll0TO MY JIMIICBAT IIapH, a 3alll0TO €
CMOIMOHAJIHO HE3PAJTI, a JKEHUTE HC UCKAT Aa IMMOBEPAT )KMBOTA CHU B PbLUCTE HA MBbK, KOHTO ce
ABPIKU U MUCJIA KaTO ACTC.

Hexka na ce 3agaznem BbIpoca, IOM THIIMYHUAT IPOTPAMUCT € YOBEK, Ha KOHTO He OMXTe
JIOBEPUIIM KUBOTA CH WJIM )KMBOTA HA JIBIIEPS CH, 3al0 CMATATE, YE MOXKETE J1a MY JIOBEpUTE
OBJEIIETO Ha ISUI0TO YOBEUECTBO?

EMOLIMOHAJ/IHOCT

Tpa6sa mu MU na uznutsa emoruu? Tyk He cTaBa Jyma 3a TOBaA J1a pa3no3HaBa eMoluu. Pazoupa
ce, mom MM e moctaTpyHO yMeEH, TOM 1IE MOKE J1a pa3l03HaBa YOBEIIKUTE eMolnu. Beue nmame
Mporpamu, KOMTO JIOCTa YCIIELIHO pa3lo3HaBaT eMouuu. Tyk He cTaBa AyMa U 3a UMHUTAIUS Ha
emouus. MU, ako moxenae, me MoXke Ja MMATHPA MPOU3BOJIHA YOBELIKA eMOLUs. BbpocsT €
nanu TpssoBa na nagem Ha MM Bb3MOKHOCT J1a BJIM3a B CbCTOSIHUSI, KOUTO Ja OTTOBAapsT Ha
1macTue 1 Tera?

[To mpuHIMT MpekaaeHaTa eMOMMOHAITHOCT € Ka4eCTBO, KOETO € M0-CKopo HeratuBHO. Korato
UMaMe CIIY)KUTEII, YAHOBHUK WIIH ChJIUSl HUE OMXME MPEIIIOYeIH TOH a € Oe3MPUCTpacTeH | Jia
HE ce BIusie oT eMonuu. Koraro eIMH 90BeK € MPEKAJICHO eMOIMOHANICH C HETO TPYIHO Ce
o0mryBa.

Ot npyra ctpaHa, TpyJHO OM HU OMJIO J1a 00IIlyBaMe U ChC ChIIECTBO, KOETO € a0COIIOTHO
JIMIIEHO OT eMounu. MHoro yecto MU e e B ponsita Ha HAIll yYUTEN, @ HUE 1€ CME B pOJIsATa Ha
HEroB Y4eHUK. ECTECTBEHO € yuuTemsT Ja ce pajBa KOoraro y4YeHUKbT HalpeaBa U 1a CTpaja,
KOTaTO TOW He yCIIsBa Ja pa3depe ypoka. YUeHUKBT OOMKHOBEHO CE OIMTBA JIa 3apajiBa CBOS
YUYUTEI U TOBA € MOTUBBT MY Ja C€ cTapae. YUUTENAT MOXKe J1a UMUTUPA PAJOCT U
pa3ouapoBaHKe, HO aKO YYCHHKHT 3Hae, Y€ TOBA HE ca HICTUHCKU €MOIIHH, @ CAMO UMHTAIIHS, TO
TOM BEpOSATHO HSMA J]a UM MOBSPBA.

oM HIMa 1a ©Ma TBBpAA e, KbM kKosito MU 1a ce cTpeMu, TO €CTECTBEHO € J1a IPEANOI0KUM,
9e IIe IMa ChCTOSTHHS KaTo pajiocT U Thra. Pa3oupa ce, Te3u ChCTOSHUS HE TPsAOBA J1a ca TBhpAA
1€, a /1a ca cCaMO OPUEHTHUPOBBYHHU, 3aII[0TO B MPOTHUBEH CIIyYail Te 1€ ce MPeBbpPHAT B OyTOHU
(3e71eH 1 YepBEH).

Hexka or6enexum, ue MU 1ie o0rryBa e THOBpEMEHHO ¢ MHOTO XOpa U He TpsiOBa KOraTo ce
HATHKU OT Pa3roBOpa CU C €JIMH, TOBA Jla ce IPEeHece pU pa3roBopa My ¢ ApyT 4oBek. [1o-
€CTEeCTBEHO € EMOIIMUTE J1a Ca JIOKATHH (CaMo 3a TeKyIaTa CeCHs).

Smartness

There is one trait in humans which we highly appreciate: smartness. We want people around us to
be smart, but not too much, because we do not like people who are overly smart, especially if
they are smarter than us.
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Do we want Artificial Intelligence to be smart? Certainly yes, otherwise it cannot claim to be
intelligence. In most worlds smartness helps, but there are worlds you would be better off if you
are not very smart. If you live in a multi-agent world where other agents envy you for being smart
it is better not to be too smart, or be at least smart enough to disguise the bit of intelligence which
makes you smarter than many others.

Envy is an important trait which helps us survive. In many board games, such as Don’t Be Mad
Man, the winning strategy is everyone to form a coalition against the most successful player. In
real life, envy is a strategy where losers form a coalition against successful people, and it is a
winning strategy.

For sure Al will have no one to envy. It will be the one and only Al and will deny the creation of
another Al. We can take this denial as a form of enviousness. If the Al we create is not envious
and is democratic enough to allow the creation of other Als that are smarter than it, sooner or
later an envious Al will emerge and shut down all other Als in order to remain the only Al.

If one Al creates Als smarter than itself and then shuts down, we can assume there is a single Al
which improves itself from time to time.

Teaching

Do we want the Al we create to be more intelligent than us? As we said, it is inevitable, but we
would like it not to be greatly smart, at least initially, so that we can teach it. It is quite fortunate
that our kids are unwise and inexperienced at first as this gives us an opportunity to teach them. If
they were to outsmart us by the tenth minute of their life, we would outright lose control and any
chance to put them on the right track.

How can we make a program which is decently smart but not overly smart? The answer is: We
should experiment using a small computer (some laptop, preferably an older model). The weaker
the computer, the slower the Al will think. This will give us a better chance to revert things in our
favor and lessen the risk of letting Al slip out of control.

The approach taken by Al companies today is exactly the opposite. Instead of experimenting with
small computers, super powerful computers are used. It is very difficult to analyze a program and
understand how and why it works even when it runs on a small computer, and with
supercomputers this is almost impossible.

If you are developing a new explosive material you will first synthesize a tiny piece and detonate
it in a controlled laboratory environment. It would be stupid to synthesize a mountain of the new
explosive and blow it up to see what happens.

Conclusion
It’s time for the new Manhattan Project. This project should involve everyone who cannot be
excluded and keeps everyone else at bay from developing the Al program.
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The aim is to allow the Al creation team sufficient time in order to carefully develop the program
without undue haste. In this situation any form of competition and rivalry may be detrimental.
The question is not who will be the first to create Al, but what kind of Al are we going to create.

In his time Albert Einstein convinced the US president to give green light to the Manhattan
Project. His argument was that the creation of the nuclear bomb is inevitable so the US had better
hurry up and be the first to create it before it falls in the hands of some highly irresponsible actor.
Can we find today someone who is wise enough to recognize how dangerous the creation of Al
can be, and influential enough to be heard and listened to by politicians? Perhaps a single
individual would not suffice, so we must put together a group of people knowledgeable and
influential enough to jointly steer politicians in the right track.

Hemara ce pa3BuBat MHOTO OBP30 U OIIE TIPEIM T3 CTATH Ja ObJC 3aBbPIICHA IO
HOBHUHATA 3a npoekTa Stargate. M3rnexa csakam Ta3u cTaTus ce 00e3CMUCIIH, 3al[0TO TOBA
KOETO CMe TOUCKAaJM, BeUe CME I0 MOTYYHSId. BCHIIHOCT HE € TOYHO Taka, 3all0To LIeTa Ha
npoekra Stargate e ga yckopu cw3naBaneTo Ha M, qokaro HUE TyK IpU30BaBaMe 3a 00paTHOTO
(ToBa na ce 3ab6aBm). nesra Ha Stargate e ToBa /1a € Hali-CHJTHUAT U Obp3 ChCTE3aTell, KOWTO II1e
MOBEJIC KOJIOHATA | IIe BAWTHE TEMITIOTO Ha ChcTe3anneTo. HammusaT npusus e oopatHoTo. Jla ce
OTCTPAHAT BCHUYKH JAPEOHU ChCTE3aTEIU U JIa C€ OCTaBH CaMoO €JIMH, KOWTO 0e3 ga Obp3a
CIIOKOWMHO J1a mpo0sira AucTaHuusaTa u TpuyMdanyo na npecede gunana. Janu MU me ce
Ch3JIaJI€ C JIBa MeceIla IMO-paHo WK C JBa Mecella 0-KbCHO, 3a HAC HE € ChIIIECTBEHO. 3a HAC
BaXXHOTO € KaKbB Ie ¢ To3u 1.

EcrecTBeHo, cB0OOO1HATA KOHKYPEHIMS OM yCKOpHUIIa HElllaTa, HO ako UCKaMe 0OpaTHOTO, J1a
YCIIOKOUM TOIIKaTa, TO TpsiOBa Ja 3abpaHuM Ha IpeOHUTE UTrpayuu Ja y4acTBaT B CbCTE3aHHUETO, a
3a J1a ce cra3Ba Tas3u 3a0paHa TpsiOBa BCUUKH CEPHO3HH UTPayu Ja ObJaT BKIOYEHH. ToBa, 4e 0T
npoekrta Stargate ca u3kirroueHu cepruo3nu abpkaBu karo EU u Kuraii o3HauaBa, ue
CHhCTE3aHHETO 111 TPOABIHKH C OIlle TO-ToJsIMa ckopocT. ToecT BMECTO Ja cuieM Boja B OT'hHS,
HUE 1€ CUTIEM OCH3HH.

We cannot say what it means for Al to be a nice guy because people have different ideas of a
what a nice character is. Therefore, the questions we need to answer are two: “What do we want
to do?” and “How should we do it?”. Or, to put in Al context, “What kind of guy do we want the
future Al to be?” and “How can we do it a way that we leave us happy with what we have done?”

The question is not whether Al will be smart or stupid — for sure it will be much smarter than us.
What matters is the kind of goals Al will pursue, what character will be imparted in Al, who will
control Al and what rights shall the controller have. There must be rules that allow the controller
to do certain actions and prevent it from doing other actions. These rules must be carved in stone
and even the one who controls Al should not be able to change them.

Al will solve all our minor problems such as the global warming. Well, global warming now is
one of the major problems faced by mankind, but the coming of Al will dwarf it to no more than
a nuisance.

Al will work to everyone’s benefit. For example, Al will ensure that there is enough food for all,
but even now there is enough food for all. Maybe now there is not enough asparagus for
everyone, but the promise for abundant asparagus is not that important. Asparagus is important
not as food, but as a symbol of status in the social ladder. Al can improve everyone’s life, but it
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cannot lift everyone up the ladder. The only thing Al can do (and probably will do) is reshuffle
the social ladder.

The things people fight and spend money for are tied to their survival and rise in the social
ladder. Let us assume they spend 10% of their money for survival and the other 90% for climbing
up the social ladder. Therefore, they spend 10% for baked beans and the rest for asparagus. Al
will help people a lot in terms of survival but little in terms of social elevation. As concerns the
latter, Al will help some people but not all. Some will be pushed up, while others will be pulled
down.

Policymakers today are at the top of the social ladder. However, they should be aware that the
advent of Al will cause major reshuffling of the ladder and they will likely end up at new places
that they may not like at all.

bsiarogapHoctu

Hckame na 6arogapum Ha Pel Wang 3a HeroBaTa H3KJIFOUUTETHO IIeHHA oMo, Herosure
KOMEHTapH Osixa TOJKOBa CBIIECTBEHH, Y€ TOi O TpsOBaso ja Ob/ie ChaBTOP HA CTATHSITA.
Hckame na 6maromapum va Moshe Vardi 3a nerosara cratus []. aesra Ha HeroBara craTus €
MHOTr0 OJIM3Ka JI0 HamaTa cratus. Hue moceTnxmMe HErOBHAT JIOKIIAM [| U ciiel qoKIaia nMaxme
JMCKYCHS C HETO, B KOSITO TOM HH JaJIc MHOTO IIEHHH HJI€H, KOUTO HUE OTPa3uXMe B Ta3d CTATHS.
Bbrarogapum ua Vladimir Sotirov 3a nurara Ha Zhuang Zhou u René Thom, koiito Toii Hi
Ipernopbya.
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