This paper proposes a modified deadlock avoidance method for the TA-Prioritized algorithm by Liu et al. [1]. Their algorithms were developed for the offline Multi-Agent Pickup and Delivery (MAPD) problems where a team of agents have delivery tasks with known release times (when the tasks are ready for pickup.) Offline MAPD problems exist in settings such as warehouses and factories where the release times of tasks are known in advance and Liu et al. [1] make use of this information to compute a good task sequence for each agent using a travelling salesman problem (TSP) solver. The task sequences are then used to plan agent paths accordingly and the deadlock avoidance method proposed attempts holding the pickup locations (keeping an agent stationed at a vertex) if an agent has reached it before the release time and retrying a 1 timestep delayed path from the agent's initial parking location if any of the agent's tasks' path finding fails.

1. INTRODUCTION

In an MAPD problem setting there exists multiple robots in a shared environment intending to have the lowest makespan and collision-free paths planned over the entire set of tasks distributed amongst agents. Multi-Agent Path Finding (MAPF) problems are known to be NP-hard, however, they might be computed within polynomial time when treated as a max-flow problem when allowing task goals to be swapped [2].

The TA-Hybrid and TA-Prioritized algorithms were designed for an offline setting, where the tasks for an instance and their release times (time that collection is ready) are known before initialising the system. There are also settings of lifelong (online) problems, where tasks are only known to exist after their release times have expired. Online MAPD algorithms such as the one studied by Ma et al. [3] may also be used to solve offline problems, however, Liu et al. [1] mention that they do not utilise all of the information and may compute less effective solutions.

The main objective of this paper is to replace the original "reserving dummy paths" [1] deadlock avoidance method and conclude whether it improves makespans by implementing it for the TA-Prioritized algorithm.

2. RELATED WORK

The MAPD problem is related to the Generalized Task Assignment and Path Finding (G-TAPP) problem [4] where each agent may have multiple tasks. Nguyen et al. [4] proposed using answer set programming to perform both the task assignment and path finding, however, their results found that it only scales to 20 agents and the number of tasks has to be less than the number of agents.

Nunes et al [6] published a taxonomy paper on task allocation problems with temporal constraint and Liu et al. [1] described the most related approach as treating the task assignment problem as a travelling salesman problem (TSP.) The travelling salesman problem is a well known NP-complete problem and pickup and delivery travelling salesman problems receive increasing interest in recent studies [7–9].

The MAPF component has similarly attracted many researchers and there are several different methods studied since it is also NP-hard to solve optimally [10]. There exist Anonymous Multi-Agent Path Finding (AMAPF) methods that allow
solving the path finding in polynomial time using max-flow algorithms such as [11] for problems where agent goals may be swapped. The MAPF problem may not swap agent goals on the other hand and it may be solved with specialised solvers or other combinatorial methods and [12, 13] are suggested surveys on them.

3. OVERVIEW

This paper is structured from the following section with the theoretical background of the TA-Prioritized algorithm. The problem is then divided into a two sub-problems: to find good task sequences for each agent using a Travelling Salesman Problem (TSP) solver and then to solve the MAPF for each agent to its allocated tasks’ endpoints. Modifications to the original algorithm’s deadlock avoidance method are then discussed and the algorithm was then implemented and analyzed using the original instance data sets.

4. THEORETICAL BACKGROUND

The MAPD problem is formalised [1] as a set of agents, $A = \{a_1,...,a_M\}$ with a set of task $T = \{t_1,...,t_N\}$ and an environment as an undirected graph $G = (V, E)$, with vertices $V$ that contain locations of the environment and edges $E$ that permit travelling between possible vertices. Each agent has an assigned parking location $p_i \in V$ where the agent is initially located and moves to this location only again once it has finished executing all of its tasks. Each task is characterised by a pickup location (start) $s_i \in V$, delivery location (goal) $g_i \in V$ and release time (the time when the pick-up is available) $r_i \in V$.

Each agent has to move from its parking location to its first task’s pickup location and may start moving to its delivery location after the release time has expired. Agent paths may wait in a vertex (hold it) for a period of timesteps or move to a neighbouring vertex if it does not cause a collision. Once an agent reaches its current task’s delivery location, it immediately assigns its next task as its current task and assigns the task’s pickup location as its next endpoint. There are two types of collisions that have to be avoided; the first is called vertex collisions, which occur when two agents occupy the same vertex at a given timestep and the second type called edge collisions occur when two agents move to each other’s location within the same timestep.

A. Task assignment

TA-Prioritized first computes an ordered task sequence for each agent. The primary objective of MAPD is to minimize the makespan - which is described as the timestep when all tasks deliveries are complete [14].

Liu et al. [1] first construct a directed weighted graph for all the tasks using their endpoint locations and release times to determine the weights. They then use a TSP solver to compute improved sets of task sequences and distribute them among all of the MAPD instance agents.

A.1. Directed weighted graph

Liu et al. [1] constructed a directed weighted graph $G' = (V', E')$ with $V' = A \cup T$. $V'$, which contains an integer representing the order of each agent along with integers representing each task of the instance. There are four types of edges in $E'$, which each have an integer weight reflecting a timestep and they are listed below:

1. The first type, $\max(dist(p_i,s_j), r_j)$, computes the weight as the distance from $a_i$’s parking location to its first task’s pickup location $s_j$. If the agent arrives at the pickup location before the task’s release time. The weight is taken as release time instead.
2. The second edge type, $\text{dist}(s_i, g_j) + \text{dist}(g_j, s_i)$, computes the edge weight from and agent’s current assigned task’s pickup location $s_i$ to its delivery location $g_j$ and then to its pickup location of its next task $s_i$.
3. The third type, $\text{dist}(s_i, g_j)$, computes the edge weight from the agent’s last task’s pickup location $s_i$ to its respective delivery location $g_j$.
4. And the last type is an edge with zero weight as the agent has finished its tasks and does not add to the makespan any further.

The concept is for $G'$ to be a complete graph that contains Hamiltonian cycles that may be divided into $M$ partitions to allocate a sequence to each agent.

A.2. TSP Solver

Liu et al. [1] then made use of the extended Lin-Kernighan-Helsgaun TSP solver (LKH-3) [15] to improve the hamiltonian cycles of $G'$ to more efficient sequences of task execution. The graph is loaded and configured as a pickup-and-delivery problem with time windows, and the solver is found to deliver good task sequences.

B. Path finding

Once the task sequences have been computed, TA-Prioritized then performs prioritized path planning based on each agent’s execution time. Liu et al. [1] solve the Multi-Agent Path Finding (MAPF) problem by planning agent paths one by one in decreasing order of their execution times. The algorithm starts by calculating each agent’s execution time by finding paths for its entire sequence. The agent with the highest execution time’s path is stored, while the others are reinitialised to be computed again. The algorithm then finds the next agent with the highest execution time while avoiding collision with the path already found for the previous agent. This cycle continues until each agent’s path for its entire task sequence has been calculated. This approach aims to minimize the number of constraints that higher execution-time agents have to keep the makespan minimal.

The paths of each agent are found as a concatenation of sub-paths for all of its allocated tasks. The sub-paths are computed from the parking location (for the agent’s first task only) or delivery locations to the next task’s pickup location and then another sub-path from this pickup location to its respective delivery location. This cycle continues until the last delivery is complete and a sub-path is then computed back to the agent’s parking location.

The paths may be found by an A* search in the space of location-time pairs $(x, t)$ and TA-Prioritized plans the paths without backtracking as it avoids deadlocks with a method referred to as "reserving dummy paths". The dummy paths may also be found with an A* search from every sub-path’s goal location to the agent’s parking location. The dummy paths are replaced by the agent’s new calculated path to its goal after every iteration and agent paths have to avoid collisions with other agents’ paths and their dummy paths. Agents never move along their dummy paths, except for the last one that takes the agent back to its parking location from its last delivery location. Collision free paths are guaranteed to exist for each agent when the MAPD instance is regarded as well-formed and in this case, no path should not transverse parking locations.
Algorithm 1. TA-Prioritized

Input G, agents (A), tasks
Output none
1: sequences ← TaskAssignment(G, agents, tasks)
2: paths ← ∅
3: closed ← ∅
4: while size of closed ≠ size of A do
5:   a ← HighestExecutionTime(∀ A ∉ closed)
6:   for each task in sequences[a] do
7:      path1 ← PickupSubPath(G, paths, s_j, r_j)
8:      path2 ← DeliverySubPath(G, paths, g_i)
9:      paths[a] ← paths[a] + (path1 + path2)
10: end for
11: end while
12: closed ← closed + a
13: return paths

Algorithm 2. Modified TA-Prioritized

Input G, agents (A), tasks
Output none
1: sequences ← TaskAssignment(G, agents, tasks)
2: paths ← ∅
3: closed ← ∅
4: while size of closed ≠ size of A do
5:   while a.path = False do
6:      a ← HighestExecutionTime(∀ A ∉ closed)
7:   end while
8:   for each task in sequences[a] do
9:      path1 ← PickupSubPath(G, paths, s_j, r_j)
10:     path2 ← DeliverySubPath(G, paths, g_i)
11:     paths[a] ← paths[a] + (path1 + path2)
12: end for
13: paths[a] ← paths[a] + ParkingSubPath(G, paths, p_j)
14: closed ← closed + a
15: return paths

5. MODIFICATIONS

A. Deadlock avoidance modification

The TA-Prioritized deadlock avoidance method—"reserving dummy paths", was replaced with modifying the A* search to attempt holding the pickup location of a task for as long as the release-time of the task has not yet expired. If a higher priority agent’s path leads to the same pickup location, the A* search finds a path for the current (lower priority) agent to the nearest safe neighbouring vertex of the pickup location (or to other vertices), and finds the path back to the task’s pickup location should it become safe again. The goal is to keep the agent as close as possible to the pickup location, instead of holding the agent’s initial location, which might be constraint more when planning the path back to the pickup location.

Deadlocks still occur and the path planning might fail to find any safe path once the agent gets surrounded by more than one higher priority agent, which results in a failed A* search. When this occurs, the agent path is recalculated after holding the initial parking location for 1 timestep.

The original algorithm makes use of the final dummy path to make the agent travel back to its parking location and this modification requires an additional sub-path calculated from the agent’s last delivery location to its parking location.

Table 1. Small warehouse results.

<table>
<thead>
<tr>
<th>f</th>
<th>agents</th>
<th>TA-Hybrid (Original results[1])</th>
<th>TA-Prioritized (Original results[1])</th>
<th>Modified TA-Prioritized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>makespan</td>
<td>runtime (sec)</td>
<td>makespan</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1087</td>
<td>15.0</td>
<td>1094</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>612</td>
<td>38.0</td>
<td>608</td>
</tr>
<tr>
<td>30</td>
<td>526</td>
<td>118.0</td>
<td>546</td>
<td>35.0</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>525</td>
<td>182.0</td>
<td>534</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>525</td>
<td>727.0</td>
<td>540</td>
</tr>
<tr>
<td>10</td>
<td>1048</td>
<td>10.0</td>
<td>1056</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>561</td>
<td>25.0</td>
<td>569</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>395</td>
<td>38.0</td>
<td>394</td>
</tr>
<tr>
<td>40</td>
<td>323</td>
<td>94.0</td>
<td>328</td>
<td>39.0</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>300</td>
<td>130.0</td>
<td>327</td>
</tr>
<tr>
<td>10</td>
<td>1059</td>
<td>10.0</td>
<td>1054</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>549</td>
<td>19.0</td>
<td>551</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>377</td>
<td>21.0</td>
<td>370</td>
</tr>
<tr>
<td>40</td>
<td>205</td>
<td>31.0</td>
<td>289</td>
<td>41.0</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>241</td>
<td>17.0</td>
<td>244</td>
</tr>
<tr>
<td>10</td>
<td>1045</td>
<td>10.0</td>
<td>1036</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>541</td>
<td>19.0</td>
<td>559</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>373</td>
<td>21.0</td>
<td>369</td>
</tr>
<tr>
<td>40</td>
<td>285</td>
<td>31.0</td>
<td>294</td>
<td>40.0</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>241</td>
<td>17.0</td>
<td>244</td>
</tr>
<tr>
<td>10</td>
<td>1057</td>
<td>11.0</td>
<td>1045</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>539</td>
<td>14.0</td>
<td>535</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>362</td>
<td>21.0</td>
<td>370</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>280</td>
<td>22.0</td>
<td>275</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>231</td>
<td>26.0</td>
<td>235</td>
</tr>
<tr>
<td>average</td>
<td>532</td>
<td>30.0</td>
<td>538</td>
<td>30.0</td>
</tr>
</tbody>
</table>

6. EXPERIMENTAL RESULTS

The modified TA-Prioritized algorithm was implemented in python 3 and was run on a PC with an i7 CPU at 2.6 GHz with 16 GB installed RAM. An agent-based modelling framework called Mesa [16] was used to simulate the computed MAPF instances. The source code may be found on GitHub.

The original map, task and TSP sequence instance data were supplied by the authors and used to compute makespans that may be compared to the original results. The runtimes (program execution) captured were considerably larger than the original findings since this implementation was done in Python—a dynamically typed programming language as opposed to the original results found with c++. The deadlock avoidance modification is expected to reduce the runtimes and since the modification is expected to reduce the runtimes and since the original results found with c++.

The makespan- only the makespans are considered to compare the results.
A modified deadlock avoidance method was proposed in this paper by replacing the original "reserving dummy path" [1] deadlock avoidance method. The modification was implemented for the TA-Prioritized algorithm and the results show a minor improvement for smaller instance makespans and a more significant improvement for the large instance makespans.

The modification was only implemented for the TA-Prioritized algorithm, and future work may modify other algorithms that use dummy paths as a deadlock avoidance method to provide a richer set of results for analysis.
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