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ABSTRACT. Explanations why the real part of Zeta function zeroes
is always being seen on the 1/2 line.
MSC Class: 11M26, 11M06.

1. FIRST EXPLANATION

There is a vivid interest in the Riemann Hypothesis, while there
are no reasons to cast doubt on the validity of the Riemann Hypoth-
esis [1]. This hypothesis was proposed by Bernhard Riemann (1859).
Many colleagues consider it the most important unsolved problem in
pure mathematics [2]. The Riemann Hypothesis is of great interest in
number theory because it implies results about the distribution of prime
numbers. Our first contribution to the field is available from arXiv [3].
Because it is not refuted, we regard it as the first explanation.

2. SECOND EXPLANATION

Already from the Riemann’s paper, we know that if a zero of the zeta
function ((s) does not belong to the critical line s = 1/2 + iy, there
are two zeroes which are symmetric about this line: s; = 1/24+v+1iy,
S = 1/2—v+iy, for 0 < v < 1/2. One has ((s1) = ((s2) = 0.
Let us multiply the zeta function by some function A(s) to obtain
B(s) = A(s)((s). Then, again, one has 3(s;) = 5(s2) = 0.

Hence, the system for finding zeroes of the zeta function is given by
((s1) = ((s2) and B(s1) = B(s2). This system is satisfied at the critical
line s = 1/2 + iy, where s; = so.

So, let us look closer at our system. The ((s1) = ((s2) is giving

(1) R((s1) = R{(s2),

(2) S¢(s1) =S ¢(s2)
The B(s1) = B(s2) is giving

(3) A(s1)¢(s1) = A(s2)C(s2) -
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Applying Egs. (1), (2), we come to

(4) (A(s1) — A(s2))¢(s1) = 0.

In conclusion, the system ((s1) = ((s2) and S(s1) = B(s2) with
S1 # 8o results in ((s1) = 0.

Is known Landau’s xi function & = A(, where specific A makes
B(s1) = B(s2) to hold automatically because £(s) = £(1—s) is the func-
tional equation; and the complex-conjugate of it has £(s*) = £*(s) =
£*(1—s) = £(1—s*). This means that the system of just two equations
Egs. (1), (2) is enough for searching for the zeroes.

Now, we can start with the Zeta function, multiply it by arbitrary
B(s), ¢ = B ( and come the above way to the conclusion, that ¢(s;) =
q(s2) gives zeroes with s; # sy instead of ((s1) = ((s2). We come to a
contradiction.

3. THIRD EXPLANATION

The number of zeroes in the critical strip 0 < R(s) < 1 within the
range 0 < J(s) < T for the imaginary part is given by [4]

(5)  N(T)= %m <§) - % + g + S(T) + O(1T),
where
(6) S(T)=7""Arg((1/2+4T).

Hence, all jumps (a jump is a discontinuity of a function) in the amount
of zeroes N(T') happen due to S(T'). But S(T) belongs to the critical
line, where only one zero is possible. Hence, there is only one zero per
T. It is on the 1/2 critical line.
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