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Abstract

In this paper we address the problem of performing Bayesian inference for the parameters of a nonlinear multioutput model and the covariance matrix of the different output signals. We propose an adaptive importance sampling (AIS) scheme for multivariate Bayesian inversion problems, which is based in two main ideas: the variables of interest are split in two blocks and the inference takes advantage of known analytical optimization formulas. We estimate both the unknown parameters of the multivariate non-linear model and the covariance matrix of the noise. In the first part of the proposed inference scheme, a novel AIS technique called adaptive target AIS (ATAIS) is designed, which alternates iteratively between an IS technique over the parameters of the non-linear model and a frequentist approach for the covariance matrix of the noise. In the second part of the proposed inference scheme, a prior density over the covariance matrix is considered and the cloud of samples obtained by ATAIS are recycled and re-weighted for obtaining a complete Bayesian study over the model parameters and covariance matrix. ATAIS is the main contribution of the work. Additionally, the inverted layered importance sampling (ILIS) is presented as a possible compelling algorithm (but based on a conceptually simpler idea). Different numerical examples show the benefits of the proposed approaches.
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1 Introduction

The estimation of parameters from noisy observations is at the center of areas such as signal processing, statistics and machine learning. Looking at this problem from a Bayesian perspective, the inference problem becomes the construction and analysis of the posterior density over the unknown parameters [1, 2]. The computation of complicated integrals involving these posterior distributions
are often needed (e.g., any moment of the random variable distributed as the posterior density). Monte Carlo sampling methods are able to draw samples from the posterior probability density function (pdf) and hence those integrals can be approximated by stochastic quadrature formulas employing the generated samples. The Monte Carlo techniques can be divided in four main families: direct transformation methods, rejection sampling, importance sampling and Markov Chain Monte Carlo (MCMC) algorithms [3, 4, 5, 6]. The last two classes are the most used by the users, since they are universal methods, i.e., they can always be applied.

However, the Monte Carlo techniques find several difficulties that jeopardize their performance in many scenarios, for instance when working high-dimensional spaces, and with narrow, tight posteriors. Both issues are related to the problem of the exhaustive exploration of the state space. For these reasons, many Monte Carlo algorithms try to work in sub-dimensional spaces (step by step, with iterative or sequential procedures), such as the Gibbs sampling and the particle filtering schemes [5, 7, 8, 9].

In this work, we focus on the problem of make a joint inference on a covariance matrix and a vector of parameters [3, 10]. This is a particularly complex inference problem since bad choices of the covariance matrix can jeopardize the sampling of the vector of interest [11, 12, 13]. This problem can suffer both issues previously described: it is often high-dimensional (specially if the dimension matrix is big) and the posterior is often tight. More specifically, we address a generic multidimensional Bayesian inversion problem, where each vector observation is the output of a multidimensional, nonlinear vectorial mapping of the parameter of interest, perturbed by an error vector with correlated components that, e.g., can be Gaussian, \[ v_r \sim N(v_r|0, \Sigma) \]. The goal is to make inference in the joint space of \( \theta \) and \( \Sigma \). The dimension of the entire space grows linearly with the dimension of the vector \( \theta \) and quadratically with the dimension of the matrix \( \Sigma \). We consider virtually no assumptions over the vectorial non-linearity \( f \), and usually it represents some complex physical process. For instance, \( f(\theta) \) could be also non-differentiable. In this work, the unique requirement about \( f \) is to be able to evaluate point-wise \( f(\theta) \). Since, the inference task on the complete space \( \{\theta, \Sigma\} \) is particularly challenging, we introduce two different compelling Monte Carlo schemes based the idea of splitting the inference space in two blocks, \( \theta \) and \( \Sigma \) (as in a block Gibbs sampling).

**Main proposed scheme - Complete ATAIS.** Firstly, we extend and generalize the approach presented in [14, 15]. The proposed inference scheme is divided in two main parts. In the first part the we approximate the conditional posterior of \( \theta \) given the data and the maximum likelihood estimator \( \Sigma_{\text{ML}} \) of the matrix \( \Sigma \). This first part is called *adaptive target adaptive importance sampling* (ATAIS), since we perform an adaptive importance sampling on a sequence of adaptive posteriors (due to the variation of \( \Sigma \)). The ATAIS method is then completed by a second part which allows a complete Bayesian inference also over \( \Sigma \). Indeed, in this second inference part, we approximate the complete posterior of pair of variables of interest \( \{\theta, \Sigma\} \), without any additional generation of samples over \( \theta \). The resulting scheme is a robust inference approach for Bayesian inversion, based on adaptive importance sampler that addresses a sequence of different conditional posteriors and a post-process that allows a Bayesian inference over \( \Sigma \) as well. We refer to the overall scheme (first and second part) as *complete ATAIS*.

---

1 We assume Gaussianity in the first part of the work, only for clarity and simplicity in the explanation.
The conditional posteriors addressed by ATAIS differ in the use of different covariance matrices: this procedure can resemble a tempering of the posterior distribution [16, 17, 18, 19].

**Auxiliary competitive scheme - ILIS.** As also remarked in different works [14, 20, 11], the application of a Monte Carlo sampling methods directly in the complete space \(\{\theta, \Sigma\}\) is particularly challenging and the resulting performance is quite poor. Hence, at least with our current knowledge of the literature, it is also difficult to find a competitive alternative to ATAIS, which can provide errors in estimation of the same magnitude. However, in our practical experience, we have designed another Monte Carlo scheme (conceptually simpler than ATAIS) that can also obtain reasonable results. We call this competitive scheme, *inverse layered importance sampling* (ILIS) since we adapt the idea given [21, 22] for this inference context. With respect to the main algorithm in [21, 22], we switch the positions of the importance sampling (IS) method and Markov Chain Monte Carlo (MCMC) techniques [23, 24, 7, 10]: in ILIS the upper layer is formed by an IS procedure, and the lower layer is formed by weighted MCMC chains. Conceptually speaking, ILIS is simpler than ATAIS but the ILIS performance is more sensible on choice of certain proposal parameters (e.g., covariance reference matrix in the upper layer proposal), whereas the complete ATAIS procedure is able to auto-tune some auxiliary parameters, reducing the number of parameters decided by the user. In this sense, ATAIS is more automatic and robust than ILIS. As final observation, we highlight that ATAIS could be also combined and jointly employed.

A summary of the main contributions of the work and related important considerations are given below:

1. We propose a robust and efficient inference scheme for complex Bayesian inversion problems, where a scale (covariance) matrix must be also estimated.

2. The model considers a vectorial non-linear function \(f(\theta)\) to invert, that can represent complex dynamical systems, a set of time series models, or a statistical spatial model for instance.

3. The proposed method allows a complete Bayesian analysis of \(\theta\) and \(\Sigma\) so that, we can perform uncertainty analysis over \(\theta\) and/or \(\Sigma\), obtaining credible intervals. Moreover, we can perform hypothesis testing or model selection approximating the marginal likelihood [3, 25, 26]. Hence, we remark that the proposed scheme is *much more* than an optimizer: it is a sampler which allows a complete Bayesian inference over \(\theta\) and \(\Sigma\).

4. In its second inference part, ATAIS recycles all the samples (w.r.t. \(\theta\)) and the posterior evaluations from the first part. Therefore, this second part does not require any additional evaluation of the possibly complex and costly nonlinearity \(f\).

5. We also introduce several extensions as addressing models with \(t\)-student noise (or, more generally, with other elliptical distributions) and/or the possible use of mini-batches (that is allowed by ATAIS).

6. Since, in ATAIS, we consider a sequence of adaptive conditional posteriors, ATAIS can be considered as an adaptive importance sampler where *both* proposal and target pdfs are adapted.
The complete ATAIS method can be also interpreted as an IS version of the recycling Gibbs sampling scheme in [7] (with two blocks). Indeed, the complete space is divided in two blocks, $\theta$ and $\Sigma$, where different numbers of samples is considered for each block, denoted as $NT$ for $\theta$ and $J$ for $\Sigma$.

A discussion, with practical suggestions, regarding the tuning of hyper-parameters of the prior densities is provided.

We also design a competitive sampling scheme, denoted as ILIS, for comparing the performance of ATAIS.

The paper is structured as follows. We start with the description of the problem statement in Section 2. The first part of the main proposed inference scheme is introduced in Sections 3 and 3.1. The second part of the main proposed inference scheme is described in Section 4. The alternative scheme, inverted layered importance sampling (ILIS), is given in Section 5. Finally, Section 6 contains several numerical experiments and Section 7 provides some final conclusions.

2 Problem Statement

Let us denote as $\theta = [\theta_1, ..., \theta_M]^T \in \Theta \subseteq \mathbb{R}^M$, a variable of interest that we desire to infer. Moreover, related to $\theta$, we observe

- $R$ values in different time instants (or spatial points) of
- $K$ different signals (time series), i.e.,

$y_r = [y_{r,1}, ..., y_{r,K}] \in \mathbb{R}^{K \times 1}$ for $r = 1, ..., R$. Hence, all received data can be stored in a matrix $Y = [y_1, ..., y_R] \in \mathbb{R}^{K \times R}$. Furthermore, let us consider the observation model

$$y_r = f_r(\theta) + v_r, \quad r = 1, ..., R, \quad (1)$$
$$Y = F(\theta) + V, \quad (2)$$

where we have a nonlinear mapping for each time instant and each time series,

$$f_r(\theta) = [f_{r,1}(\theta), ..., f_{r,K}(\theta)]^T : \Theta \subseteq \mathbb{R}^M \rightarrow \mathbb{R}^{K \times 1}, \quad (3)$$
$$F(\theta) = [f_1(\theta), ..., f_R(\theta)] : \Theta \subseteq \mathbb{R}^M \rightarrow \mathbb{R}^{K \times R}, \quad (4)$$

and a $K \times 1$ vector of Gaussian noise perturbation for each time instant,

$$v_r = [v_{r,1}, ..., v_{r,K}]^T \sim N(v_r | 0, \Sigma) \in \mathbb{R}^{K \times 1}, \quad (5)$$
$$V = [v_1, ..., v_R] \in \mathbb{R}^{K \times R}, \quad (6)$$

where $\Sigma$ is $K \times K$ covariance matrix, which generally is unknown. The mapping $f_r(\theta)$ could be analytically unknown, the only assumption is that we are able to evaluate it pointwise. The likelihood

Each component $f_{r,k}$, for $k = 1, ..., K$, can be a function of the complete vector $\theta$ or only a subset of components of this vector. See for instance the simulation experiment in Section 6.2.
The function is

\[
\ell(Y|\theta, \Sigma) = \left(\frac{1}{(2\pi)^{K/2}\det(\Sigma)^{1/2}}\right)^R \exp\left(-\frac{1}{2} \sum_{r=1}^{R} (y_r - f_r(\theta))^\top \Sigma^{-1} (y_r - f_r(\theta))\right),
\]

(7)

Note that we have two types of variables of interest for an inference point of view:

- the vector \( \theta \) contains the parameters of the nonlinear mapping \( f_r(\theta) \), for \( r = 1, ..., R \),
- and \( \Sigma \) is a scale matrix of the likelihood function.

Given the complete matrix of measurements \( Y \), we desire to make inferences regarding the hidden parameters \( \theta \) and the noise matrix \( \Sigma \), obtaining at least some point estimators \( \hat{\theta} \) and \( \hat{\Sigma} \). We are also interested in performing uncertainty and correlation analysis among the components of \( \theta \). Furthermore, we aim to perform model selection, i.e., to compare, select or properly average different models.

### 2.1 Application to time series and spatial processes

The range of application of the considered model is very broad. For instance, in the case of having \( K \) different time series (in continuous or discrete time), or \( K \) spatial processes we can have more explicit notation, where there is a one-to-one correspondence between each index \( r \in \{1, ..., R\} \) and a real time instant \( \tau_{k,r} \in \mathbb{R} \) or a point \( x_{k,r} \in \mathbb{R}^L \), i.e.,

\[
r \in \{1, ..., R\} \longleftrightarrow \{\tau_{k,r} \in \mathbb{R}\}_{k=1}^{K}, \quad r \in \{1, ..., R\} \longleftrightarrow \{x_{k,r} \in \mathbb{R}^L\}_{k=1}^{K}.
\]

Each vector \( y_r \) (of dimension \( K \times 1 \)) contains the measurements at time instants \( \tau_{1,r}, ..., \tau_{K,r} \) (or \( x_{1,r}, ..., x_{K,r} \)) each one corresponding to a different time series. Hence, recalling the observation equation \( y_r = f_r(\theta) + v_r \), we could use a more explicit notation, instead of \( f_r(\theta) \), i.e.,

\[
y_r = f(\theta, \tau_{1,r}, ..., \tau_{K,r}) + v_r, \quad r = 1, ..., R,
\]

(8)

\[
y_r = f(\theta, x_{1,r}, ..., x_{K,r}) + v_r, \quad r = 1, ..., R,
\]

(9)

where \( \tau_{1,r}, ..., \tau_{K,r} \) or \( x_{1,r}, ..., x_{K,r} \) play the role of auxiliary known parameters (or vectors of parameters). A graphical representation is given in Figure 1.

**Remark.** Note that the vector \( \theta = [\theta_1, ..., \theta_M]^\top \) contains the parameters that are possibly shared from the models representing the \( K \) different time series (or \( K \) spatial processes), or all the parameters that only affect one series (or just a subset of time series).

### 2.2 Bayesian inference in the complete space

The full Bayesian solution considers the study of the complete posterior density

\[
p(\theta, \Sigma|Y) = \frac{1}{p(Y)} p(\theta, \Sigma, Y) = \frac{1}{p(Y)} \ell(Y|\theta, \Sigma) g_\theta(\theta) g_\Sigma(\Sigma),
\]

(10)
Figure 1: Graphical representation of the considered multioutput model with $K = 3$ output signals and $R = 4$ time instants for each signal. One can suppose that $\Sigma$ represents a $3 \times 3$ covariance matrix of three possible nodes in a graph.

where $g_\theta(\theta)$ and $g_\Sigma(\Sigma)$ represent the prior densities over the vector $\theta$ and the matrix $\Sigma$. Usually, complex integrals involving $p(\theta, \Sigma|Y)$ should be computed in order to perform the inference.

**Main observation.** Generally, generating random samples from a complicated posterior in Eq. (10) and computing efficiently the integrals involving $p(\theta, \Sigma|Y)$ is a hard task. Note that the complete dimension of the inference problem $D$ is

$$D = M + \frac{K(K + 1)}{2},$$

i.e., the number of parameters to infer is exactly $D$. With $M = 2$ and $K = 5$, we have $D = 17$ and with $M = 2$, $K = 10$ we have $D = 57$. The dimension $D$ grows linearly with $M$ and quadratic with respect to $K$. Moreover, we have also the constrains regarding $\Sigma$, since it must be a covariance matrix. This task becomes even more difficult when we try to perform a joint inference, learning jointly the covariance matrix $\Sigma$ and parameters of the nonlinearity $\theta$. Indeed, “wrong choices” of $\Sigma$ can easily jeopardize the sampling of $\theta$.

Below, we describe an inference scheme formed by *two main parts*. First, we tackle the problem of drawing from conditional posterior of $\theta$ given the data the maximum likelihood estimator of $\Sigma$. With this goal, the maximum likelihood estimator of $\Sigma$ must be obtained. Therefore, in this first part, we apply a Bayesian inference over $\theta$ and a frequentist approach over $\Sigma$. In the second part, we assume also a prior density over the covariance matrix $\Sigma$, and perform a Bayesian inference over $\Sigma$ as well, recycling the outputs (samples and other information) obtained in the first part.
3 First part of the proposed inference scheme

Main idea. The main idea underlying the complete ATAIS algorithm is to take advantage of the split of the inference space (working firstly in smaller portions of the entire space). In a first part, described in this section, we search for high probability regions in the complete space, sampling from a sequence of adaptive conditional posterior distributions with respect to $\theta$ (given a covariance matrix $\Sigma_{\text{ML}}$). Whereas, a known analytic formula is employed for obtaining a sequence of optimized matrices $\Sigma_{\text{ML}}$. In the second part, described in Section 4, we generate sampling random matrices from an auto-tuned prior pdf (or possibly other proposal density) and we re-weight all the previously generated samples w.r.t. $\theta$, in order to allow a complete Bayesian inference (hence including uncertainty analysis etc.) for both $\theta$ and $\Sigma$.

More specifically, in the first stage, we consider a sub-optimal (in Bayesian sense) but substantially more efficient inference scheme (since we work in a reduced - much smaller - dimensional space), studying only a sequence of conditional posterior distributions. More precisely, we study the following conditional posterior

$$p(\theta|Y, \Sigma_{\text{ML}}) = \frac{\ell(Y|\Sigma_{\text{ML}}, \theta)g_0(\theta)}{p(Y|\Sigma_{\text{ML}})} \propto \ell(Y|\Sigma_{\text{ML}}, \theta)g_0(\theta).$$  \tag{11}

Furthermore, we have denoted the (conditioned) maximum likelihood estimator of $\Sigma$ as

$$\Sigma_{\text{ML}} = \arg \max_\Sigma \ell(Y|\Sigma, \theta_{\text{MAP}}),$$ \tag{12}

where $\theta_{\text{MAP}}$ denotes the global maximum of $p(\theta|Y, \Sigma_{\text{ML}})$, i.e.,

$$\theta_{\text{MAP}} = \arg \max_\theta \log p(\theta|Y, \Sigma_{\text{ML}}),$$

$$= \arg \min_\theta \left[ \sum_{r=1}^R (y_r - f_r(\theta))^\top \Sigma_{\text{ML}}^{-1} (y_r - f_r(\theta)) - \log g_0(\theta) \right]. \tag{13}

It is important to observe that, given $\theta_{\text{MAP}}$, we have the analytic form of $\Sigma_{\text{ML}}$, i.e.,

$$\Sigma_{\text{ML}} = \frac{1}{R} \sum_{r=1}^R (y_r - f_r(\theta_{\text{MAP}}))(y_r - f_r(\theta_{\text{MAP}}))^\top.$$

Note that $\Sigma_{\text{ML}}$ depends on $\theta_{\text{MAP}}$, and $\theta_{\text{MAP}}$ depends on $\Sigma_{\text{ML}}$. Similar approaches for dealing with unknown covariance can be found in [20][11].

Remark. The key idea to implement this inference scheme is to perform an alternating optimization procedure where, at each iteration $t$, we produce two estimations $\overline{\theta}_{\text{MAP}}^{(t)}$, $\overline{\Sigma}_{\text{ML}}^{(t)}$ of $\theta_{\text{MAP}}$, $\Sigma_{\text{ML}}$, respectively [12][13]. Clearly, we desire the convergence as the number of iterations grow, $t \to \infty$, i.e.,

$$\overline{\theta}_{\text{MAP}}^{(t)} \to \theta_{\text{MAP}},$$ \tag{15}

$$\overline{\Sigma}_{\text{ML}}^{(t)} \to \Sigma_{\text{ML}}.$$ \tag{16}
Table 1: Alternating optimization.

For $t = 1, \ldots, T$:

1 Estimate, by Monte Carlo,

$$
\theta_{\text{MAP}}^{(t)} = \arg \min_{\theta} \left[ \sum_{r=1}^{R} (y_r - f_r(\theta))^{\top} \left[ \hat{\Sigma}_{\text{ML}}^{(t-1)} \right]^{-1} (y_r - f_r(\theta)) - \log g(\theta) \right], \quad (17)
$$

obtaining $\hat{\theta}_{\text{MAP}}^{(t)}$, e.g., using an importance sampling (IS) scheme with respect to $p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(t-1)})$.

2 Compute

$$
\hat{\Sigma}_{\text{ML}}^{(t)} = \frac{1}{R} \sum_{r=1}^{R} (y_r - f_r(\hat{\theta}_{\text{MAP}}^{(t)})) (y_r - f_r(\hat{\theta}_{\text{MAP}}^{(t)}))^{\top}. \quad (18)
$$

The suggested iterative approach is summarized briefly by two steps. Starting with an initial matrix $\Sigma_{\text{ML}}^{(0)}$, that is as a rough approximation of $\hat{\Sigma}_{\text{ML}}$, the alternating optimization procedure is given in Table 1.

Since, we employ IS scheme for obtaining $\hat{\theta}_{\text{MAP}}^{(t)}$, at each $t$-th iteration, we have also a cloud of particles $\{\theta_{t}^{(n)}\}_{n=1}^{N}$ that can be used for performing Bayesian inference over $\theta$. Namely, after $T$ iteration, we can build a particle approximation of $p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(T)})$, i.e.,

$$
\hat{p}(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(T)}) = \sum_{t=1}^{T} \sum_{n=1}^{N} \tilde{w}_r^{(n)} \delta(\theta - \theta_{t}^{(n)}), \quad \sum_{t=1}^{T} \sum_{n=1}^{N} \tilde{w}_r^{(n)} = 1. \quad (19)
$$

By Eq. (19), we can approximate all the moments associate to the conditional posterior $p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(T)})$ hence, for instance, we can also provide an uncertainty estimation over the vector of $\theta$.

**On the convergence of the alternating optimization.** Due to the error in step 1 of the alternating optimization (described above) can be controlled by the number of particles $N$ (i.e., the error in the approximation of $\theta_{\text{MAP}}$ can be bounded increasing $N$, i.e., even with a bad choice of $\hat{\Sigma}_{\text{ML}}^{(t-1)}$ we can obtain a reasonable vector $\hat{\theta}_{\text{MAP}}^{(t)}$, and the estimator $\hat{\Sigma}_{\text{ML}}^{(t)}$ in Eq. (18) approaches the matrix $\Sigma_{\text{ML}}$ in Eq. (14), as $t \to \infty$. Moreover, as the number of realizations $R$ grows the matrix $\Sigma_{\text{ML}}$ in Eq. (14) converges to the true covariance matrix of the data.

Note that the pair $\theta_{\text{MAP}}$ and $\Sigma_{\text{ML}}$ are fixed points of the iterative (dynamical) system formed by Eqs. (17)-(18). Namely, the key point of the convergence is to be able to find a good approximation of $\theta_{\text{MAP}}$ (placing us close to the fixed point). This is possible since we are working in a reduced portion of the complete space, and more efficient Monte Carlo scheme can be applied [27, 28, 29, 30]. It has the same convergence rate of a Monte Carlo method for stochastic optimization, as a standard simulated
annealing [16].

**Accelerating the convergence of the global optimization problem.** In order to find a good region of the space for starting the alternating optimization, we can use some iterations (let say \( T_0 < T \)) of the algorithm considering

\[
\theta_{\text{MAP}}^{(t)} = \arg\min_\theta \left[ \sum_{r=1}^R \| y_r - f_r(\theta) \|^2 - \log g_\theta(\theta) \right], \quad t = 1, \ldots, T_0,
\]

that is equivalent to set \( \hat{\Sigma}_{\text{ML}}^{(t)} = I_K \) for \( t = 0, \ldots, T_0 - 1 \) in Eq. (17), where \( I_K \) is a \( K \times K \) unit matrix. Thus, in the first \( T_0 \) iterations, we focus only in finding a good point \( \theta_{\text{MAP}}^{(T_0)} \). Indeed, note that if there exists a point \( \theta^* \) such that \( \sum_{r=1}^R \| y_r - f_r(\theta^*) \|^2 = 0 \), then this point \( \theta^* \) is also a root for \( \sum_{r=1}^R (y_r - f_r(\theta^*))^\top \hat{\Sigma}^{-1} (y_r - f_r(\theta^*)) = 0 \) for any possible covariance matrix \( \hat{\Sigma} \).

**Outputs of this first part of the inference scheme.** With the procedure above, we perform a Bayesian inference over the vector \( \theta \), but only analyzing and approximating the conditional posterior \( p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(T)}) \). In this first part, with respect to \( \Sigma \), we only provide a frequentist estimator \( \hat{\Sigma}_{\text{ML}}^{(T)} \).

Note that, in the iterative procedure, we have a sequence conditional posteriors \( p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(t)}) \). For this reason, we call the algorithm as *adaptive target adaptive importance sampling* (ATAIS) The details of the ATAIS algorithm which performs this scheme are given in the next section.

### 3.1 Adaptive Target Adaptive Importance Sampling (ATAIS)

This section provides more details about the Step 1 of the alternating procedure described above. More generally, we will provide all the details of the ATAIS algorithm. For simplifying the notation, we denote the unnormalized conditional posterior at the \( t \)-th iteration,

\[
\pi_t(\theta) = \ell(Y|\hat{\Sigma}_{\text{ML}}^{(t-1)}, \theta)g_\theta(\theta) \propto p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(t-1)}).
\]

At each iteration, we consider \( \pi_t(\theta) \) as the target distribution. Finally, we are able to approximate \( \pi_{t+1}(\theta) \propto p(\theta|Y, \hat{\Sigma}_{\text{ML}}^{(T)}) \), without any additional evaluation of the likelihood function. The dependence on the iteration \( t \) is due to \( \hat{\Sigma}_{\text{ML}}^{(t)} \) varies with \( t \). The ATAIS algorithm is outlined in Table 6 whereas the main features of ATAIS are described below.

**IS steps.** A set of \( N \) samples \( \{ \theta_t^{(n)} \}_{n=1}^N \) are drawn from a (normalized) proposal density \( q(\theta|\mu_t, \Lambda_t) \) with mean \( \mu_t \) and a covariance matrix \( \Lambda_t \). An importance weight

\[
w_t^{(n)} = \frac{\pi_t(\theta_t^{(n)})}{q(\theta_t^{(n)}|\mu_t, \Lambda_t)},
\]

is assigned to each sample \( \theta_t^{(n)} \), for all \( n \) and \( t \).

---

3 Another reason is that it is also an extension of the techniques in [14, 15], that use the acronym ATAIS as well.
Optimal denominator in IS weights. Since we adapt the proposal density during the iterations, we are actually in a multiple IS scenario \[31, 22\]. It is well-known that the standard IS denominator (using just the unique proposal \( q(\theta|\mu_t, \Lambda_t) \)) provides instability and high variance in the final IS estimators. The correct way of avoiding this behavior is to employ a mixture of all proposals used during the iterations, i.e.,

\[
\hat{w}_t^{(n)} = \frac{\pi_t(\theta_t^{(n)})}{\frac{1}{r} \sum_{i=1}^{r} q(\theta_t^{(n)}|\mu_i, \Lambda_i)}.
\]

This procedure provides the lowest variance of the final IS estimators but requires an high computational cost. Indeed, for each sample \( \theta_t^{(n)} \), we have to evaluate a mixture where the number of components grows with the iterations. Moreover, at least in the final iteration \( T \) decided by the user, all the previous weights must be updated recomputing a new denominator for each sample. Alternatives for reducing the computational cost have been proposed \[32\]. The simplest solution among the proposed one is to build a compressed denominator \[33, 22\]. Here, for avoiding instabilities in the results, we discard the samples in the first iterations when the proposal density changes substantially. For instance, one can discard the samples in the first iterations \( t \) such that \( ||\hat{\theta}_t^{(n)} - \hat{\theta}_{t-1}^{(n)}|| > \epsilon \) where \( \epsilon \) is a small positive value.

Proposal adaptation. The location parameter of the proposal density is moved to \( \hat{\theta}_t^{(n)} \), i.e.,

\[
\mu_t = \hat{\theta}_t^{(n)}.
\]

Note that, we set \( \mu_t = \hat{\theta}_t^{(n)} \) instead of using the empirical mean of the samples (as in other classical AIS schemes). This is because we have noticed that this choice provides better and more robust results, especially as the dimension of the problem grows. Indeed, his choice helps in the search of the global maximum (since the next cloud of particles will be around the current MAP estimation) and, as a consequence, helps also the estimation of \( \hat{\Sigma}_{ML} \) due to 18.

The covariance matrix \( \Lambda_t \) is adapted by considering the empirical covariance of the weighted samples at the \( t \)-th iteration, plus a diagonal matrix controlled by a parameter \( \delta > 0 \) which determines the elements in the diagonal. The value of \( \delta \) must be always greater than zero, since it helps the IS performance (see, e.g., \[25\], Numerical Example 1) and avoids catastrophic scenarios. For a robust implementation, we suggest to use a greater value of \( \delta \) specially in the first iterations of the algorithm. The value of \( \delta \) could be decreased as the iterations grow.

ATAIS outputs. After \( T \) iterations, a final correction of the weights is needed, i.e.,

\[
\tilde{w}_t^{(n)} = w_t^{(n)} \frac{\pi_{T+1}(\theta_t^{(n)})}{\pi_t(\theta_t^{(n)})}, \quad \text{for all } n, t,
\]

in order to obtain a particle approximation of the measure of the final conditional posterior \( \pi_{T+1}(\theta|Y, \hat{\Sigma}_{ML}^{(T)}) \). Thus, the algorithm returns the final estimators \( \hat{\theta}_{T+1}^{(n)}, \hat{\Sigma}_{ML}^{(T)}, \) and all the weighted samples \( \{\theta_t^{(n)}, \tilde{w}_t^{(n)}\} \), for all \( n = 1, \ldots, N \) and \( t = 1, \ldots, T \). Other outputs can be obtained with a post-processing of the weighted samples, as shown below. Note that Eq. 23 does not require any additional evaluations of the model, if the save the computation of the error vectors \( e_{t,r}^{(n)} = y_r - f_r(\theta_t^{(n)}) \). Moreover, we can also
use \( \{e_{t,i}^{(n)}\} \) and \( \{\theta_i^{(n)}\} \) for building a particle approximation of any other conditional posterior \( p(\theta|Y, \Sigma) \).

### 3.2 Possible use of mini-batches

When the number of vectors \( y_r \) of data \( R \) grows, the calculation of the likelihood can become costly. ATAIS allows the direct use of mini-batches of data (see [34, 35]). Namely, we can use a sub-set of data (e.g., formed by \( L < R \) vectors \( y_i \) of data) to create sub-posteriors,

\[
\hat{\pi}_s(\theta) \propto \prod_{i=1}^{L} \ell(y_i|\Sigma_{nl}^{(t-1)}, \theta) g_\theta(\theta),
\]

(24)

where \( \{y_i\}_{i=1}^{L} \) are \( L < R \) vectors selected randomly over the \( R \) possible vectors. As stated in [34], ATAIS can use the subposteriors (24) in step a.ii in (6) reaching asymptotically the true values of \( \theta_{\text{map}} \) and \( \Sigma_{\text{ml}} \). Moreover, in the second part of the proposed inference scheme (see below in the next section), the final re-weighting step must be made according to the full posterior, so that the final estimations are performed considering all the dataset. Hence, the complete ATAIS method can consider the use of mini-batches only in the first part, whereas, in the second part, the full-posterior must be evaluated.

### 3.3 Elliptically contoured distributions as observation models

The ATAIS algorithm described above (including the alternating optimization above) can be also applied for more general models. When the noise has an elliptically contoured distribution [36, 37, 38], i.e.,

\[
v_r \sim p(v),
\]

(25)

where represents the density below

\[
p(v) = \frac{k_p}{|\Sigma|^{1/2}} h(v^T \Sigma^{-1} v),
\]

where \( k_p > 0 \) is a constant, \( h(z) : \mathbb{R} \rightarrow \mathbb{R}^+ \) is a one-dimensional positive function. The \( K \times K \) matrix \( \Sigma \) is a scale parameter related to the corresponding covariance matrix. An example, it is the multivariate \( t \)-distribution:

\[
p(v) \propto \frac{1}{|\Sigma|^{1/2}} \left[ 1 + \frac{1}{v^T \Sigma^{-1} v} \right]^{-(v+K)/2},
\]

where \( v > 0 \) represents the degrees of freedom.

### 4 Second part of the proposed inference scheme

Here, we describe the second part of the ATAIS procedure, which allow a complete Bayesian analysis of \( \theta \) and \( \Sigma \). It is important to remark that this second part of ATAIS does not require any additional sample generation and likelihood evaluation. Indeed, ATAIS recycles and reweights the samples \( \theta_i^{(n)} \) obtained in the first part by Table 6.
4.1 Approximating different conditional posteriors

The idea here is to re-use all the generated samples since, if we have saved the computation of the error vectors \( e_{t,r}^{(n)} = y_r - f_r(\theta_t^{(n)}) \) no any additional evaluation of the model are required. Note that the cloud of particles \( \{ \theta_t^{(n)} \} \) is well-located, since ATAIS works to generate samples around the MAP and ML estimators of \( \theta \) and \( \Sigma \). Moreover, we can also use \( \{ e_{t,r}^{(n)} \} \) and \( \{ \theta_t^{(n)} \} \) for building a particle approximation of any other conditional posterior \( p(\theta|Y, \Sigma) \), i.e.,

\[
\tilde{p}(\theta|Y, \Sigma) = \sum_{t=1}^{T} \sum_{n=1}^{N} \tilde{p}_t^{(n)}(\Sigma) \cdot \delta(\theta - \theta_t^{(n)}), \quad \sum_{t=1}^{T} \sum_{n=1}^{N} \tilde{p}_t^{(n)}(\Sigma) = 1, \tag{26}
\]

where

\[
\rho_t^{(n)}(\Sigma) = \frac{\ell(Y|\theta_t^{(n)}, \Sigma)g_0(\theta_t^{(n)})}{q(\theta_t^{(n)}|\mu_t, \Lambda_t)}, \quad \text{and} \quad \tilde{\rho}_t^{(n)}(\Sigma) = \frac{\rho_t^{(n)}(\Sigma)}{\sum_{\tau=1}^{T} \sum_{i=1}^{N} \rho_{\tau}^{(i)}(\Sigma)}. \tag{27}
\]

Given a new matrix \( \Sigma \), to compute the likelihood

\[
\ell(Y|\theta_t^{(n)}, \Sigma) = \left( \frac{1}{(2\pi)^{K/2}\det(\Sigma)^{1/2}} \right)^R \exp \left( -\frac{1}{2} \sum_{r=1}^{R} (y_r - f_r(\theta_t^{(n)}))^\top \Sigma^{-1} (y_r - f_r(\theta_t^{(n)})) \right), \tag{29}
\]

\[
= \left( \frac{1}{(2\pi)^{K/2}\det(\Sigma)^{1/2}} \right)^R \exp \left( -\frac{1}{2} \sum_{r=1}^{R} (e_{t,r}^{(n)})^\top \Sigma^{-1} (e_{t,r}^{(n)}) \right), \tag{30}
\]

we need the vectors \( e_{t,r}^{(n)} \), the inverse matrix of \( \Sigma \) and the determinant of \( \Sigma \).

4.2 Approximation of the complete posterior distribution and marginal likelihood

We can apply an IS scheme with the complete target pdf,

\[
p(\theta, \Sigma|Y) = \frac{p(\theta, \Sigma, Y)}{p(Y)} = \frac{\ell(Y|\theta, \Sigma)g_0(\theta)g_{\Sigma}(\Sigma)}{p(Y)} = \ell(Y|\theta, \Sigma)g_0(\theta)g_{\Sigma}(\Sigma), \tag{31}
\]

and employing a proposal density that can be factorized as \( q(\theta|\mu_t, \Lambda_t)q_{\Sigma}(\Sigma) \) where the piece of proposal \( q(\theta|\mu_t, \Lambda_t) \sim q(\theta|\mu_t, \Lambda_t) \) is the same used in ATAIS at the \( t \)-th iteration. Recycling the \( NT \) samples produced by ATAIS, i.e., \( \theta_t^{(n)} \sim q(\theta|\mu_t, \Lambda_t) \) and drawing \( J \) random matrices from the proposal \( q_{\Sigma}(\Sigma) \), i.e., \( \Sigma^{(j)} \sim q_{\Sigma}(\Sigma) \), the complete IS weights are

\[
\tilde{\rho}_{t,j}^{(n)} = \frac{\ell(Y|\theta_t^{(n)}, \Sigma^{(j)})g_0(\theta_t^{(n)})g_{\Sigma}(\Sigma^{(j)})}{q(\theta_t^{(n)}|\mu_t, \Lambda_t)q_{\Sigma}(\Sigma^{(j)})}, \tag{33}
\]

\[
= \rho_t^{(n)}(\Sigma^{(j)})g_{\Sigma}(\Sigma^{(j)}) = \rho_t^{(n)}(\Sigma^{(j)})g_{\Sigma}(\Sigma^{(j)}) = \rho_t^{(n)}(\Sigma^{(j)})g_{\Sigma}(\Sigma^{(j)}) = \rho_t^{(n)}(\Sigma^{(j)})g_{\Sigma}(\Sigma^{(j)}), \tag{34}
\]
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where we have set $\gamma_j = \frac{g_j(S_j)}{g_j(S_{-j})}$ and $\rho_{i,j}^{(n)}(\Sigma_{-j})$ are given in Eq. (27). Clearly, if $q_{\Sigma}(\Sigma) = g_{\Sigma}(\Sigma)$ then $\gamma_j = 1$. The complete posterior approximation is given by

$$\tilde{p}(\theta, \Sigma|Y) = \sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \tilde{\beta}_{i,j}^{(n)} \cdot \delta(\theta - \theta_{i}^{(n)}) \delta(\Sigma - \Sigma^{(j)})$$

(35)

where $\tilde{\beta}_{i,j}^{(n)} = \frac{\rho_{i,j}^{(n)}}{\sum_{i=1}^{J} \sum_{j=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}}$. Note that we have different numbers of samples about $\theta$ (i.e., $NT$) and $\Sigma$ (i.e., $J$). This recall the recycling Gibbs sampling idea in [7], where the space is divided in blocks and different numbers of samples is considered for each block. The marginal likelihood $p(Y)$ can be approximated as

$$p(Y) \approx \tilde{p}(Y) = \frac{1}{JNT} \sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \beta_{i,j}^{(n)}.$$  

(36)

### 4.3 Approximation of the marginal posteriors

An approximation of the marginal posterior distribution of $\theta$ can be obtained

$$p(\theta|Y) = \int_{\Sigma} p(\theta, \Sigma|Y)d\Sigma \approx \tilde{p}(\theta|Y) = \sum_{i=1}^{T} \sum_{n=1}^{N} \tilde{\alpha}_{i}^{(n)} \cdot \delta(\theta - \theta_{i}^{(n)}),$$

(37)

where

$$\tilde{\alpha}_{i}^{(n)} = \frac{\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}}{\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}}.$$  

(38)

Moreover, we can assign a weight to each drawn matrix above $\Sigma^{(j)}$, approximating the marginal posterior of the covariance matrix

$$p(\Sigma^{(j)}|Y) = \int_{\Theta} p(\theta, \Sigma^{(j)}|Y)d\theta \approx \frac{\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}}{\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}} \delta(\Sigma - \Sigma^{(j)}),$$

(39)

$$= \tilde{\lambda}_{j} \cdot \delta(\Sigma - \Sigma^{(j)}),$$

(40)

where

$$\tilde{\lambda}_{j} = \frac{\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}}{\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \rho_{i,j}^{(n)}}.$$  

(41)

Then, the marginal posterior of the covariance matrix is approximated as

$$p(\Sigma|Y) \approx \tilde{p}(\Sigma|Y) = \sum_{j=1}^{J} \tilde{\lambda}_{j} \cdot \delta(\Sigma - \Sigma^{(j)}).$$

(42)
For instance, a minimum mean square error estimator of $\Sigma$ can be approximated as

$$\hat{\Sigma} = \sum_{j=1}^{J} \lambda_j \Sigma^{(j)},$$

and approximations of high-order moments $p(\Sigma | Y)$ can be also obtained. Table 2 summarizes all the weights and the corresponding distributions.

<table>
<thead>
<tr>
<th>Distribution to approximate</th>
<th>Normalized weights</th>
<th>Additional information</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(\theta</td>
<td>Y, \hat{\Sigma}^{(T)})$</td>
<td>$\tilde{w}_i^{(n)}$ – See Eqs. (19) and (23)</td>
</tr>
<tr>
<td>$p(\theta</td>
<td>Y, \Sigma)$</td>
<td>$\tilde{p}_i^{(n)}(\Sigma) = \frac{\ell(\theta^{(n)}, \Sigma) g(\theta^{(n)})}{\ell(\theta^{(m)}, \mu_i, \Lambda_i)}$</td>
</tr>
<tr>
<td>$p(\theta, \Sigma</td>
<td>Y)$</td>
<td>$\tilde{B}<em>{i,j}^{(n)} = \frac{\beta_i^{(n)}}{\sum</em>{i=1}^{J} \sum_{m=1}^{N} \beta_{i,m}^{(n)}}$</td>
</tr>
<tr>
<td>$p(\theta</td>
<td>Y)$</td>
<td>$\tilde{a}<em>i^{(n)} = \frac{\sum</em>{j=1}^{J} \beta_{i,j}^{(n)}}{\sum_{i=1}^{J} \sum_{m=1}^{N} \beta_{i,m}^{(n)}}$</td>
</tr>
<tr>
<td>$p(\Sigma</td>
<td>Y)$</td>
<td>$\tilde{\lambda}<em>j = \frac{\sum</em>{i=1}^{T} \sum_{m=1}^{N} \beta_{i,m}^{(n)}}{\sum_{i=1}^{J} \sum_{m=1}^{N} \beta_{i,m}^{(n)}}$</td>
</tr>
<tr>
<td>$p(Y)$</td>
<td>$\sum_{j=1}^{J} \sum_{t=1}^{T} \sum_{n=1}^{N} \beta_{i,j}^{(n)}$</td>
<td></td>
</tr>
</tbody>
</table>

### 4.4 Prior and proposal densities over covariance matrices

Consider a positive definite $K \times K$ matrix $\Sigma$. The Wishart distribution is defined on the space $\mathbb{R}^K \times \mathbb{R}^K$ of positive definite matrices. The corresponding pdf is

$$g_{\Sigma}(\Sigma) = g_{\Sigma}(\Sigma | \Phi, \nu) \propto |\Sigma|^ {\nu-K-1} \exp \left( -\frac{1}{2} \text{trace}(\Phi^{-1} \Sigma) \right),$$

where $|\Sigma|$ denotes the determinant of the matrix $\Sigma$, $\nu \geq K - 1$ is the number of degrees of freedom and $\Phi$ is an $K \times K$ reference covariance matrix. It is possible to see $E_{\Sigma}[\Sigma] = \nu \Phi$. The Wishart distribution is often interpreted as a multivariate extension of the $\chi^2$ distribution.

**Choice of $\Phi$ and $\nu$.** We choose

$$\Phi = \frac{1}{\nu} \hat{\Sigma}^{(T)}_{\text{ML}}.$$

(44)
Recall that $E_g[\Sigma] = \nu \Phi$. In this sense, our approach is an empirical Bayes scheme since this parameter of the prior is chosen after looking the data by ATAIS (see also data-based priors in [26]). The parameter $\nu$ represents the degrees of freedom of the distribution. This value must be $\nu \geq K - 1$, but for the generated matrices to be non-singular with probability 1 we need $\nu \geq K$. For learning $\nu$, we can use again an empirical Bayes approach maximizing the marginal likelihood $p(Y) = p(Y|\nu)$ in Eq. (36), i.e., we can find the $\nu^*$ such that $\nu^* = \text{arg max } p(Y|\nu)$.

**Choice of the proposal pdf.** For simplicity, we assume $q_\Sigma(\Sigma) = g_\Sigma(\Sigma)$, i.e., we choose a proposal density equal to the prior density. As a consequence, with this choice we have $\gamma_j = 1$ in Eq. (34).

**Generation of random matrices according to a Wishart density.** When $\nu$ is an integer, the Wishart distribution represents the sums of squares (and cross-products) of $\nu$ draws from a multivariate Gaussian distribution. Specifically, given $\nu$ random vectors of dimension $K \times 1$, i.e. $s_i \sim \mathcal{N}(0, \Phi)$, $i = 1, \ldots, \nu$, the generated matrix

$$
\Sigma' = \sum_{i=1}^{\nu} s_i s_i^T,
$$

is distributed as a Wishart density with $\nu$ degrees of freedom and $K \times K$ scale matrix $\Phi$. Then, we can employ the following sampling method:

1. Draw $\nu$ multivariate Gaussian samples $s_i = [s_{i,1}, \ldots, s_{i,K}]^T \sim \mathcal{N}(0, \Phi)$, with $i = 1, \ldots, \nu$.
2. Set $\Sigma' = \sum_{i=1}^{\nu} s_i s_i^T$.

## 5 Inverted layered importance sampling (ILIS)

The direct application of Monte Carlo methods in the complete space of $\theta$ and $\Sigma$ generally does not provide good results. This is the reason why we propose the ATAIS algorithm where the inference is carried out in two phases, first a set of $\theta$ samples and $\widehat{\Sigma}_{ML}$ are obtained. Then the samples $\theta$ are re-weighted and other weighted sample matrices $\Sigma$ are generated.

In this section, we introduce a method, conceptually simpler than ATAIS, called inverted layered importance sampling (ILIS). See Table 3 for a detailed description. This method starts by generating $N$ covariance matrices and running $N$ different (parallel and independent) MCMC chains with target density $\pi(\theta|\Sigma^{(n)}, Y)$, i.e., the conditional distribution of $\theta$ given $\Sigma^{(n)}$. Some important considerations are provided below:

- Each MCMC algorithm produces a chain of $T$ vectors, i.e., $\theta_1^{(n)}, \ldots, \theta_T^{(n)}$. All these vector are weighted with the weight $\gamma_n = \frac{g_\Sigma(\Sigma^{(n)})}{q_\Sigma(\Sigma^{(n)})}$.

- ILIS can be seen as a Monte Carlo scheme which combines IS and MCMC techniques, based on two layers. With respect to the works in [21, 22], we can interpreted that the IS part forms the
upper layer, whereas the MCMC chains are generated in the lower layer of ILIS. and all these vectors are weighted with the weight $\gamma_n = \frac{g_\Sigma(\Sigma^{(n)})}{q_\Sigma(\Sigma^{(n)})}$.

- Note that again, as in ATAIS, we have a different number of samples with respect to $\theta$ (i.e., $NT$), and with respect to $\Sigma$ (i.e., $N$), which recalls the recycling Gibbs scheme in [7].

The complete posterior approximation by ILIS is given by

$$\hat{p}(\theta, \Sigma|Y) = \sum_{t=1}^{T} \sum_{n=1}^{N} \bar{\gamma}_n \cdot \delta(\theta - \theta_t^{(n)}) \delta(\Sigma - \Sigma^{(n)}), \quad \text{with} \quad \bar{\gamma}_n = \frac{\gamma_n}{\sum_{i=1}^{N} \gamma_i}.$$  \hspace{1cm} (45)

Even if ILIS seems much simpler than ATAIS, the results are not particularly good compared to the obtained performance by ATAIS, as we show in the numerical simulations.

**Joint use of ATAIS and ILIS.** One interested practitioner could use the first part of ATAIS in Table 6 “to feed” with good parameters the proposal density $q_\Sigma(\Sigma)$ and the proposals used inside the $N$ parallel MCMC chains (i.e., design good proposals for ILIS). However, with respect to the complete ATAIS, this scheme has an higher computational cost in terms of generated samples and likelihood evaluation. Indeed, recall that the second part of ATAIS does not require any additional sample generation and likelihood evaluation.

### 6 Simulations

We test the proposed scheme in three different numerical examples. It is important to remark that, in all the numerical experiments, any attempts of using a Monte Carlo approach (such an MCMC algorithm)
directly of the joint space \( \{ \theta, \Sigma \} \) produces much higher errors in estimation, which makes difficult to compare and visualize with respect to the results obtained by the proposed schemes. Therefore, we mainly compare complete ATAIS with ILIS.

6.1 Localization in wireless sensor network

To test the proposed methods, we aim to solve the task of determining the location of a target based on wireless sensor measurements. We can represent the target position as a random vector \( \theta \in \mathbb{R}^2 \).

We have a wireless network of \( K = 3 \) sensors, whose positions are known and labeled as \( s_1, \ldots, s_K \). We collect \( R \) measurements from each sensor, and these measurements follow a certain distribution. Let's recall that each observation has the form

\[
 y_r = f_r(\theta) + v_r
\]

with \( f_r : \mathbb{R}^2 \to \mathbb{R}^3 \) given by:

\[
 f_r(\theta) = [-A \log(\| \theta - s_1 \|^2), -A \log(\| \theta - s_2 \|^2), -A \log(\| \theta - s_3 \|^2)]
\]

i.e.,

\[
 f_{r,i}(\theta) = -A \log(\| \theta - s_i \|^2),
\]

for \( i = 1, 2, 3 \). The error term is \( v_r \sim \mathcal{N}(0, \Sigma_{\text{true}}) \), with \( \Sigma_{\text{true}} \in \mathbb{R}^{3 \times 3} \) being a diagonal matrix with diagonal elements 1, 2 and 3. The parameter \( A \) is a constant that determines the rate at which the signal strength decreases with distance and is fixed at 10. This value can be influenced by various factors, such as environmental conditions or manufacturing processes. The values of variance of the sensors, as stated before, is unknown for each sensor.

We consider a scenario with \( K = 3 \) sensors, which makes the complete dimension of the problem to be

\[
 D = M + \frac{K(K + 1)}{2} = 2 + \frac{3(3 + 1)}{2} = 8.
\]

The positions of these sensors are given by: \( s_1 = [0.5, 1] \), \( s_1 = [3.5, 1] \) and \( s_3 = [2, 3] \). The positions of the target (and parameter we want to estimate) is \( \theta_{\text{true}} = [2.5, 2] \). In this scenario 50 observation vectors were generated. For comparison purposes, the prior over \( \theta \) was set as uniform, i.e., \( g(\theta) \propto 1 \).

We test 3 different algorithms: (a) complete ATAIS, (b) ILIS using Metropolis Hastings (MH) chains and (c) a unique MH chain working only in the \( \theta \)-space, keeping fixed the covariance matrix to the maximum likelihood estimation obtained by ATAIS in its first part (i.e., \( \Sigma^{(T)}_{\text{ML}} \)). The results are given in Figure [3]. Our goal is to approximate the MAP estimation of \( \theta \). All the results are averaged over 1000 independent runs.

In ATAIS, we set \( T = 40 \) iterations with \( N = 50 \) particles. We consider a Gaussian proposal density for the \( \theta \)-space with initial mean \([0, 0]^T\), with a diagonal initial covariance matrix of \( 6I_2 \). The initial covariance matrix \( \Sigma^{(0)}_{\text{ML}} \) is set to the identity matrix \( I_3 \). For ILIS, we consider as prior and proposal density for the covariance matrices a Wishart distribution with \( v = 4 \) degrees of freedom and a reference matrix \( \Phi = 3I_3 \). Then, for \( \theta \)-space, we use MH chains with random walk Gaussian proposal density.
(starting in $[0, 0]$ and diagonal covariance $0.05I_2$) and with length $T = 200$. We set $J = 10$, i.e., we generates $J = 10$ possible matrices and we have $J = 10$ parallel chains considering different target densities (i.e., different conditional posterior pdfs, each one considering a different covariance matrix). Here, we consider all the chains and we estimate a unique estimation of the MAP of $\theta$. Finally, for the unique/single MH chain addressing the conditional posterior keeping fixed $\Sigma_{\text{ML}}(T)$ (obtained by ATAIS), we consider again a random walk Gaussian proposal density (with initial $[0, 0]^T$ and diagonal covariance $0.05I_2$) and with length $T = 2000$.

Note that the number of evaluations of the non-linear model $f$ differs in the different methods: in ATAIS is only $NT = 2000$, in ILIS is $JT = 2000$, whereas in the single MH we have $T = 2000$ evaluations of $f$. Therefore, all techniques have the same evaluations of the non-linear model $f(\theta)$ that corresponds to the main cost in the likelihood evaluation.

In Figure 3(a), we can see the final ATAIS approximates of MAP of $\theta$, represented with green squares, whereas the estimations of ILIS are presented with red circles. The results provided by the single MH chain are depicted with blue diamonds in Figure 3. Looking at Figure 3(a) it is clear that ATAIS (green squares) provides the best performance estimating $\theta_{\text{true}}$ (black cross) better than ILIS (red circles). In addition, we can see that the single MH chain using the covariance matrix estimated by ATAIS (blue diamonds) shows better results in most of the cases than ILIS, but they are still worst than ATAIS.

Additionally, we provide the mean absolute error (MAE) versus $N$, obtained by ATAIS in estimating the mean in $\theta$ in Figure 3 (left). The error decreases as we increase the number of samples for both values of $T = 50$ and $T = 100$. Other MAE values (also in estimating the covariance matrix $\Sigma$) obtained by ATAIS are given in Tables 4 and 5 in column “Localization”. In Tables 4 and 5, $\Sigma_{\text{ML}}$ is the true maximum of the likelihood function for the covariance matrix fixing $\theta$ to $\theta_{\text{true}}$ (i.e., using $\theta_{\text{true}}$ in Eq (18)). As expected, the best results are obtained increasing the number of particles and the iterations, allowing a better exploration of the parameter space.

Note that, in this example, the posterior is very narrow, which can make it hard for the generation of samples in regions with high posterior evaluation, this is why the adaptation of the proposal scale matrix in step 2d of Table 6 is quite important. In order to improve even more the exploration, at some iteration the scale matrix of the proposal densities can be periodically increased to allow exploration of areas away from the narrow mode.

**Credible interval with 95% of probability for the matrix.** In order to show how to perform a complete Bayesian inference over the covariance matrix $\Sigma$ as well, we consider a Wishart proposal with $\nu = 100$ (degrees of freedom) with a reference matrix ($\Phi$) equals to $\Sigma_{\text{ML}}(T)$ (i.e., we apply the second part of ATAIS). With this proposal distribution, we generate $J = 1000$ matrices and assign a weight to each of them following Eq. (39). Applying resampling (exactly $J$ times) according to the normalized weights $\{\tilde{\lambda}_j\}_{j=1}^J$, we calculate the percentiles 0.025 and 0.975 for each component to get a credible interval for the covariance matrix $\Sigma$, as shown below (where we have averaged over 100 independent runs) in Eq (48). The first part of ATAIS was performed with $T = 50$ and $N = 50$, obtaining a confidence interval with $\alpha = 0.05$ for each value of the matrix,

$$
\begin{bmatrix}
[0.6697, 1.3594] & [-0.3206, 0.2958] & [-0.6946, 0.3115] \\
[-0.3206, 0.2958] & [1.2584, 2.4827] & [-0.4709, 0.8096] \\
[-0.6946, 0.3115] & [-0.4709, 0.8096] & [2.9975, 5.8437]
\end{bmatrix}
$$
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Note that the covariance matrix $\Sigma$ represents the covariance among the different sensors in the network. In Figure 2, we can see the histograms obtained by the resampled particles of each component of $\Sigma$ (after performing resampling according to the weights $\{\bar{\lambda}_j\}_{j=1}^J$). We must remark how the histograms corresponding to the null components of $\Sigma_{\text{true}}$ have the mode very close to the value 0.

Figure 2: Histogram of the components, denoted as $[\Sigma]_{i,j} = \Sigma_{i,j}$, of the covariance matrices after resampling according to the weights $\bar{\lambda}_j$, for the location example.
6.2 Multi-output model

In this second example, we take a multi-output model given by

\[ y_r = f_r(\theta) + v_r \]  \hspace{1cm} (49)

where the vector function \( f_r(\theta) : \mathbb{R}^2 \rightarrow \mathbb{R}^4 \) with \( \theta = [\theta_1, \theta_2]^T \) is given by the components

\[
\begin{align*}
    f_{r,1}(\theta_1) &= \theta_1 \sin(t_1^r), \\
    f_{r,2}(\theta_2) &= \theta_2 \cos(t_2^r), \\
    f_{r,3}(\theta) &= f_{r,3}(\theta_1, \theta_2) = (\theta_1 + \theta_2) \sin(t) \cos(t), \\
    f_{r,4}(\theta_2) &= \theta_2 t_2^r,
\end{align*}
\]  \hspace{1cm} (50)

Where the error term \( v_r \sim N(0, \Sigma_{\text{true}}) \) with

\[
\Sigma_{\text{true}} = \begin{pmatrix}
0.1 & 0.3 & 0.16 & 0 \\
0.3 & 1.05 & 0 & 0 \\
0.16 & 0 & 2 & 0 \\
0 & 0 & 0 & 2.95
\end{pmatrix}
\]

The true value of theta is set as \( \theta = [0.2, 0.1]^T \). In this case the dimension of the observations remains at \( K = 4 \), with \( \theta \) of dimension \( M = 2 \), which makes a total inference dimension of

\[
D = M + \frac{K(K + 1)}{2} = 2 + \frac{4(4 + 1)}{2} = 10.
\]
This example states clearly the difficulty of performing an estimation \( \Sigma \) directly from the vectors observed, \( \{ y_r \}^R_{r=1} \). This difficulty comes from the vectors not sharing the same theoretical mean. The prior for \( \theta \) was taken as \( g(\theta) \propto 1 \).

For this example we also test three algorithms: (a) complete ATAIS, (b) ILIS using Metropolis Hastings (MH) and (c) a single MH chain working exclusively in the \( \theta \)-space, maintaining fixed the covariance matrix and equal to the maximum likelihood estimation obtained by ATAIS, as in the previous example. The results are presented in Figure 3(b). We aim to approximate the MAP estimate of \( \theta \). All the results are averaged over 1000 independent runs.

We employ in ATAIS the same specifications as in the previous example, i.e., \( N = 50, T = 40 \). We use a Gaussian proposal with the initial mean at \([0,0]\) and the initial covariance matrix is \( 6I_2 \). The initial covariance matrix for the observations, \( \hat{\Sigma}^{(0)}_{\text{ML}} \), is the identity matrix, \( I_4 \). For ILIS, we consider as prior and proposal density for the covariance matrix a Wishart distribution with \( \nu = 5 \) degrees of freedom and a reference matrix \( \Phi = \frac{1}{\nu} I_4 \). For working in the \( \theta \)-space we use MH chains with a Gaussian random walk proposal density with initial mean \([0,0]\) and diagonal covariance matrix \( 0.005 I_2 \). The length of the chains is \( T = 200 \). We generate \( J = 10 \) possible matrices, thus we have \( J = 10 \) parallel chains considering different target densities (each target considers a different covariance matrix). We consider that all the chains provide a unique estimation of the MAP of \( \theta \).

Finally, for the single MH chain addressing the conditional posterior that fix the covariance matrix to the estimated \( \hat{\Sigma}^{(T)}_{\text{ML}} \) by ATAIS we consider a Gaussian random walk proposal density. This proposal density has an initial mean \([0,0]\) and has diagonal covariance matrix \( 0.005 I_2 \). The length of the chain is \( T = 2000 \).

In Figure 3(b) we can see the final ATAIS estimates of the MAP of \( \theta \) represented by green squares, while red circles represent the estimations of ILIS. The results provided by single MH chain are displayed using blue diamonds. Looking at Figure 3(b) it is clear that the ATAIS gives the best estimations of \( \theta_{\text{true}} \) (black cross) than the estimations of ILIS. Once again we see how using the covariance matrix estimated by ATAIS (blue diamonds) gives better results than ILIS. In addition, we can see that the single MH chain using the covariance matrix estimated by ATAIS (blue diamonds) shows better results than ILIS in most of the cases, and some of them are comparable to ATAIS. Recall that, this third method has the advantage of using exactly \( \hat{\Sigma}^{(T)}_{\text{ML}} \) that is the estimation provided by ATAIS. Then, the success of this third method is mainly due to an ATAIS ability.

Additionally, we provide the MAE versus the number of particles \( N \), obtained by ATAIS in estimating the mean of \( \theta \) in Figure 4(right). The error decreases as we increase the number of samples for both values of \( T = 50 \) and \( T = 100 \). Other MAE values (also in estimating the covariance matrix \( \Sigma \)) obtained by ATAIS are given in Tables 4 and 5 in column “Multi-output”. As expected, the best results are obtained increasing the number of particles and the iterations, allowing a better exploration of the parameter space. Even if the error of the estimation of \( \Sigma_{\text{ML}} \) is very small, the error estimating the \( \Sigma_{\text{true}} \) of the process can be high, since the difference between \( \Sigma_{\text{ML}} \) and \( \Sigma_{\text{true}} \) depends on the amount of data (they become closer with more data). This numerical example shows the strength of ATAIS, since in this multi-output problem the covariance matrix \( \Sigma \) cannot be approximately in advance directly from the data.

Credible interval with 95% of probability for the matrix. In order to perform a complete Bayesian inference over the covariance matrix \( \Sigma \), we apply the second part of ATAIS. We consider a Wishart
density as proposal (and prior) with \( \nu = 100 \) (degrees of freedom) with a reference matrix \( \Phi \) equals to \( \hat{\Sigma}_M(T) \) (i.e., we apply the second part of ATAIS). With this proposal distribution, we generate \( J = 1000 \) matrices and assign a weight to each of the following Eq. \( (39) \). Applying resampling according to the normalized weights \( \{ \bar{\lambda}_j \}_{j=1}^J \), we calculate the percentiles 0.025 and 0.975 for each component to get a credible interval for the covariance matrix \( \Sigma \), as shown below in Eq \( (51) \) (where we have averaged over 100 independent runs). The first part of ATAIS was performed with \( T = 50 \) and \( N = 50 \).

\[
\begin{pmatrix}
0.0614, 0.1586 & 0.1669, 0.4483 & 0.0703, 0.4736 & -0.2578, 0.1985 \\
0.1669, 0.4483 & 0.6125, 1.5325 & -0.4739, 0.7620 & -0.7571, 0.7682 \\
0.0703, 0.4736 & -0.4739, 0.7620 & 1.5868, 3.9349 & -1.3594, 1.0586 \\
-0.2578, 0.1985 & -0.7571, 0.7682 & -1.3594, 1.0586 & 2.4684, 9.1016
\end{pmatrix}
\]  
(51)

Figure 4: Mean absolute error (MAE) for the estimation of the true mean of the posterior with different number of particles by ATAIS. (Left: location example. Right: multi-output example with the scale for y-axis in logarithm).

Table 4: Mean absolute error (MAE) averaged over 1000 simulations of ATAIS for estimating the \( \theta_{\text{MAP}} \), \( \Sigma_{\text{ML}} \) and \( \Sigma_{\text{true}} \). For every value \( N \), the number of iterations is fixed at 50.

<table>
<thead>
<tr>
<th></th>
<th>Localization</th>
<th>Multi-output</th>
<th></th>
<th>Localization</th>
<th>Multi-output</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( \theta_{\text{MAP}} )</td>
<td>( \Sigma_{\text{ML}} )</td>
<td>( \Sigma_{\text{true}} )</td>
<td>( \theta_{\text{MAP}} )</td>
<td>( \Sigma_{\text{ML}} )</td>
<td>( \Sigma_{\text{true}} )</td>
</tr>
<tr>
<td>5</td>
<td>0.0377</td>
<td>0.8934</td>
<td>1.0720</td>
<td>0.2325</td>
<td>0.7666</td>
<td>0.9094</td>
</tr>
<tr>
<td>12</td>
<td>0.0207</td>
<td>0.0443</td>
<td>0.2322</td>
<td>0.0102</td>
<td>0.0136</td>
<td>0.1789</td>
</tr>
<tr>
<td>25</td>
<td>0.0205</td>
<td>0.0443</td>
<td>0.2323</td>
<td>0.0013</td>
<td>0.0026</td>
<td>0.1709</td>
</tr>
<tr>
<td>50</td>
<td>0.0205</td>
<td>0.0442</td>
<td>0.2324</td>
<td>0.0012</td>
<td>0.0023</td>
<td>0.1713</td>
</tr>
<tr>
<td>100</td>
<td>0.0204</td>
<td>0.0442</td>
<td>0.2325</td>
<td>0.0009</td>
<td>0.0017</td>
<td>0.1712</td>
</tr>
</tbody>
</table>
Table 5: Mean absolute error over 100 simulations of ATAIS for estimating the $\theta_{\text{MAP}}$, $\Sigma_{\text{ML}}$ and $\Sigma_{\text{true}}$.
For every value $T$, the number of particles is fixed at 100.

<table>
<thead>
<tr>
<th>Location</th>
<th>Multi-output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$\theta_{\text{MAP}}$</td>
</tr>
<tr>
<td>5</td>
<td>0.1740</td>
</tr>
<tr>
<td>10</td>
<td>0.0758</td>
</tr>
<tr>
<td>20</td>
<td>0.0328</td>
</tr>
<tr>
<td>30</td>
<td>0.0205</td>
</tr>
<tr>
<td>50</td>
<td>0.0205</td>
</tr>
</tbody>
</table>

6.3 Application to a biology system

In this third example we focus on an inference problem in a biology system [39]. We aim to make inference on the covariance matrix of the observations of a model. This model represents a physiological system with two states and one input variable. The model is governed by a set of four parameters denoted as $\theta = (k_{12}, k_{21}, k_{1e}, b)$. The dynamics of the system is rule by the following differential equations:

$$
\begin{align*}
\frac{dx_1(t)}{dt} & = -(k_{1e} + k_{12}) \cdot x_1(t) + k_{21} \cdot x_2(t) + b \cdot u(t), \\
\frac{dx_2(t)}{dt} & = k_{12} \cdot x_1(t) - k_{21} \cdot x_2(t),
\end{align*}
$$

(52)

where

$$
u(t) = \begin{cases} 
    t + 0.5 & \text{if } 0 \leq t \leq 1 \\
    1.5e^{1-t} & \text{if } t > 1,
\end{cases}
$$

(53)

is an input of the system. We set the true parameters to $\theta_{\text{true}} = [1, 1, 1, 2]^T$ and

$$
\Sigma_{\text{true}} = \begin{pmatrix} 1 & 0.9 \\ 0.9 & 2 \end{pmatrix}.
$$

The prior for the components of $\theta$ was set as uniform in the interval $[0, 5]$ (for all the components) as suggested in [39]. The system above has not analytically close solution. Hence, the generation of the data according to the system is obtained using a Runge-Kutta Matlab solver [40]. We assume that the solution is perturbed by Gaussian noise according to the distribution $N(0, \Sigma_{\text{true}})$. Then, 100 data points are sampled at equidistant times from the solution of the system (52).

Remark. Note that, in this experiment, the function $f$ is evaluated only approximately since it is the solution of the system (52) which can not be evaluated exactly. Thus, even considering the vector of true values $\theta_{\text{true}}$, we need to approximate $f(\theta_{\text{true}})$ by a differential equation solver (discretizing it) obtaining $\hat{f}(\theta_{\text{true}})$. Since also the vector of $\theta$ must be estimated, here we can interpret that we are doing a double approximation of $f(\theta)$. 

---
In order to make inference we use ATAIS with $N = 300$ particles during $T = 100$ iterations. The initial value for the mean of the proposal is set at $[0, 0, 0, 0]$ and for the covariance matrix is $6I_4$. The initial estimate for the covariance matrix of the data, $\hat{\Sigma}^{(0)}_{\text{ML}}$, was the identity, $I_2$.

In the second part of ATAIS, we generate $J = 1000$ matrices from a Wishart distribution (degrees of freedom, $\nu = 100$) with reference matrix equal to $\hat{\Sigma}^{(T)}_{\text{ML}}$, the final estimate of the first part of ATAIS. To each of the generated matrices we assign a weight following Eq (39). After performing resampling. Applying resampling according to the weights $\{\lambda_j\}$ we calculate the percentiles 0.025 and 0.975 to get a 95% credible interval (averaged over 50 independent runs) in Eq (54). It can be seen that our interval contains the true components of the covariance matrix.

$$
\begin{pmatrix}
0.7820, & 1.3876 \\
0.7099, & 1.4614 \\
0.7099, & 1.4614 \\
1.6518, & 2.8760
\end{pmatrix}
$$

As a final remark, in this example, the posterior has a particularly flat shape in some regions, so that many values of the parameters $\theta$ provide acceptable results for the solution of the system (52), even if the distance to the $\theta_{\text{true}}$ could be large.

7 Conclusions

In this work, we have introduced an adaptive importance sampling (AIS) method for robust inference in complex Bayesian inversion problems with unknown parameters $\theta$ of the non-linear mapping and unknown covariance matrix $\Sigma$ of the noise perturbation. The variables of interest are split in two blocks, the parameters $\theta$ of the non-linear model and the covariance matrix $\Sigma$, are handled in different ways. The main proposed inference scheme is divided in two main parts. The first part is devoted to approximate a conditional posterior $\theta$ given the data and the maximum likelihood estimator of $\Sigma$. This first part allows of finding regions of high probability about $\theta$ and $\Sigma$ (working alternately in subsets of the complete space, with reduced dimensions).

In the second part, a Bayesian approach is also performed over $\Sigma$ re-using and re-weighting the samples of $\theta$ previously generated. Then, an approximation of the complete posterior of $\{\theta, \Sigma\}$ is provided. This second part does not required of additional evaluation of the possibly costly non-linear vectorial model $f$. The resulting scheme is a robust inference approach for Bayesian inversion, based on adaptive importance sampler that addresses a sequence of different conditional posteriors and a post-process that allows a Bayesian inference also over $\Sigma$. Additionally, a simpler compelling scheme, called ILIS, has been introduced in order to compare with ATAIS. In the numerical simulations presented in this work we can see the good performance of ATAIS providing a complete Bayesian analysis of the complete space $\{\theta, \Sigma\}$.
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Table 6: ATAIS: an adaptive IS scheme with a sequence of adaptive target pdfs

1. **Initializations:** Choose $N$, $\mu_1$, $\Lambda_1$, $\Sigma^{(0)}_{\text{ML}}$, and set $\pi_{\text{MAP}} = 0$. Recall $\pi_t(\theta) \propto p(\theta|Y, \Sigma^{(t-1)}_{\text{ML}})$.

2. For $t = 1, \ldots, T$:

   (a) **Sampling:**
   
   i. Draw $\theta_t^{(1)}, \ldots, \theta_t^{(N)} \sim q(\theta|\mu_t, \Lambda_t)$.
   
   ii. Assign to each sample the weights
   
   $$ w_t^{(n)} = \frac{\pi_t(\theta_t^{(n)})}{q(\theta_t^{(n)}|\mu_t, \Lambda_t)}, \quad n = 1, \ldots, N. $$
   
   (55)

   (b) **Current maximum estimations:**
   
   i. Obtain $\hat{\theta}_t^{(\max)} = \arg \max_n \pi_t(\theta_t^{(n)})$, and compute $\hat{r}_t = f(\hat{\theta}_t^{(\max)})$.
   
   ii. Compute $\hat{\Sigma}_t = \frac{1}{R} \sum_{r=1}^R (y_r - \hat{r}_t)(y_r - \hat{r}_t)^\top$.

   (c) **Global maximum estimations:**
   
   - If $\pi_t(\hat{\theta}_t^{(\max)}) > \pi_{\text{MAP}}$:
     
     i. $\hat{\theta}_t^{(\text{MAP})} = \hat{\theta}_t^{(\max)}$,
     
     ii. $\hat{\Sigma}_t^{(\text{ML})} = \hat{\Sigma}_t$,
     
     iii. Update according to $\hat{\theta}_t^{(\text{MAP})}$ and $\hat{\Sigma}_t^{(\text{ML})}$, i.e. $\pi_{t+1} = \pi_{t+1}(\hat{\theta}_t^{(\text{MAP})})$.
   
   - Otherwise $\hat{\theta}_t^{(\text{MAP})} = \hat{\theta}_t^{(t-1)}$, and $\hat{\Sigma}_t^{(\text{ML})} = \hat{\Sigma}_t^{(t-1)}$.

   (d) **Adaptation:** Set

   $$ \mu_t = \hat{\theta}_t^{(\text{MAP})}, $$
   
   (56)

   $$ \Lambda_t = \sum_{n=1}^N \tilde{w}_t^{(n)}(\theta_t^{(n)} - \hat{\theta}_t)(\theta_t^{(n)} - \hat{\theta}_t)^\top + \delta I_M, $$
   
   (57)

   where $\tilde{w}_t^{(n)} = \frac{w_t^{(n)}}{\sum_{n=1}^N w_t^{(n)}}$ are the normalized weights, $\hat{\theta}_t = \sum_{n=1}^N \tilde{w}_t^{(n)} \theta_t^{(n)}$ and $\delta > 0$.

3. **Output:** Return the final estimators $\hat{\theta}_t^{(T)}, \hat{\Sigma}_t^{(T)}$, and all the weighted samples $\{\theta_t^{(n)}, \tilde{w}_t^{(n)}\}$, for all $t$ and $n$, with the corrected weights

   $$ \tilde{w}_t^{(n)} = \frac{w_t^{(n)} \pi_{T+1}(\theta_t^{(n)})}{\pi_t(\theta_t^{(n)})}. $$
   
   (58)