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Abstract

A two-component-two-dimensional coupled with one-component-three-
dimensional (2C2Dcw1C3D) flow may also be called a real Schur flow (RSF),
as its velocity gradient is uniformly of real Schur form. The thermodynamic
and ‘vortic’ fine structures of 2C2Dcw1C3D flows are exposed and, in par-
ticular, the Lie invariances of the decomposed vorticity 2-forms of RSFs in
d-dimensional Euclidean space Ed for any interger d ≥ 3 are also proved.
The two Helmholtz theorems of the complementary components of vorticity
found recently in 3-space RSF is not coincidental, but underlied by a gen-
eral decomposition theorem, thus essential. Many Lie-invariant fine results,
such as those of the combinations of the entropic and vortic quantities, in-
cluding the invariances of the decomposed Ertel potential vorticit 3-formsy
(and their multiplications by any interger powers of entropy), then follow.

1 Introduction
The Taylor columns are ubiquitous in rotating fluid systems (c.f., e.g., Ref.
[1] for a historical account). A ‘column’ indicates the two-dimensional struc-
ture, and, when referring to the velocity field in the rotation plane, it means
the total 3-space velocity has a gradient matrix uniformly of the real Schur
form (RSF), particularly for the formal Taylor-Proudman limit of compress-
ible rotating flows.[2] On the other hand, any real matrices are similar to
the Schur form, and, has appeared in studies of local flow patterns [3] and
dynamics.[4] The flow with the velocity gradient being globally of uniform
RSF may be called a real Schur flow (also RSF without ambiguity in the
context). The RSF has a two-component-two-dimensional coupled with one-
component-three-dimensional (2C2Dcw1C3D) structure,[4] thus is distinct
from the traditional two-dimensional passive scalar or two-dimensional-
three-component (2D3C) flow used recently with an attempt to bridge the
two-dimensional and three-dimensional turbulence.[5] 2C2Dcw1C3D flow
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appears more naturally in between the 2D3C and the most general three-
component-three-dimensional (3C3D) flows.

Compressible RSF deserves further theoretical attention: such a ba-
sic (anisotropic) flow may be considered as the corner stone of any flows,
including the isotropic turbulence. For example, a helical RSF has been
argued to be ‘fastened’ by the helicity through the Taylor-Proudman ef-
fect and has been proposed to play the role of chiral base flow for under-
standing the helicity effect on the compressibility of a turbulence,[6] which
however may have only scratching on the surface. The other properties of
RSF may also be useful for understanding general turbulence and deserve
further clarification. Here, we focus on the most fundamental thermody-
namic structures needed to maintain the 2C2Dcw1C3D dynamics and ‘vor-
tic’ (related-to-vortex-dynamics) properties from 2C2Dcw1C3D character of
the velocity field. In the latter, unlike the conventional constructions (e.g.,
Refs. [7, 11, 9, 10, 8]), a set of Lie invariances will be derived from studying
which and how many independent components of the vorticity 2-form are
invariant.

An internal motivation is to address the concerns: whether the two
Helmholtz/frozen-in laws found in Ref. [4] is merely a coincidence, or
there is something deeper or more essential underlying it. And, how about
the structures of other thermodynamic variables (most recently Ref. [8]
and references therein)? The former questions lead to considering general
barotropic ideal RSF in d-dimensional Euclidean[12] space Ed for d ≥ 3,[13]
while the last question will also be addressed with more general situations.

2 Analysis
Differential forms are special covariant tensors and the vorticity 2-form is
simply the antisymmetric second order one which can also be represented
with a matrix. For example, the vorticity exterior derivative of the 1-form
U :=

∑d
i=1 uidxi, corresponding to the velocity vector u := {u1, u2, ..., ud},

reads, with the index ‘,i’ ↔ ‘∂xi ’, for d = 4 in co-ordinate form

dU = (u2,1 − u1,2)dx1 ∧ dx2 + (u3,1 − u1,3)dx1 ∧ dx3 +

+(u4,1 − u1,4)dx1 ∧ dx4 + (u3,2 − u2,3)dx2 ∧ dx3 +

+(u4,2 − u2,4)dx2 ∧ dx4 + (u4,3 − u3,4)dx3 ∧ dx4, (1)

whose matrix representation, for the components associated to the bases
dxi ∧ dxj , writes

0
u1,2−u2,1

2
u1,3−u3,1

2
u1,4−u4,1

2
u2,1−u1,2

2 0
u2,3−u3,2

2
u2,4−u4,2

2
u3,1−u1,3

2
u3,2−u2,3

2 0
u3,4−u4,3

2
u4,1−u1,4

2
u4,2−u2,4

2
u4,3−u3,4

2 0

 . (2)
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The matrix representation of ∇u in Ed is

G =



u1,1 u2,1 u3,1| u4,1|| u5,1 u6,1 ... ud,1
u1,2 u2,2 u3,2| u4,2|| u5,2 u6,2 ... ud,2
u1,3 u2,3 u3,3| u4,3|| u5,3 u6,3 ... ud,3
u1,4 u2,4 u3,4 u4,4|| u5,4 u6,4 ... ud,4

u1,5 u2,5 u3,5 u4,5 u5,5 u6,5 ... ud,5
u1,6 u2,6 u3,6 u4,6 u5,6 u6,6 ... ud,6
... ... ... ... ... ... ... ...
u1,d u2,d u3,d u4,d u5,d u6,d ... ud,d


. (3)

The three-dimensional (3D) case corresponds to the left-upper 3× 3 block,
the RSF of which is arranged to have its left-upper 2×2 block corresponding
to the two conjugate complex eigenvalues of G, thus two vanishing left-lower
elements (in blue color) indicating a two-component-two-dimensional cou-
pled with one-component-three-dimensional (2C2Dcw1C3D [4]) flow: when
all eigenvalues are real, u1,2 also vanishes, which is a stronger condition
but which in general does not lead to stronger results in our discussions,
thus will not be particularly discussed; similarly is for d > 3. [The RSF
is nonunique, depending on how the order of the eigenvalues or the corre-
sponding coordinates are arranged, which however is not essential.] G can
be decomposed into symmetric and anti-symmetric parts, D = (G+GT )/2
and A = (G−GT )/2, the latter, given in Eq. (2) for d = 4, may be viewed
as a representation of the vorticity 2-form Ω = dU .

Let’s start with the equation in E3 for the RSF with density ρ, pressure
p, velocity u and, for simplicity, the dissipation term D(u) = ν∇2u with
constant kinetic viscosity ν:[14]

∂tρ+∇ · (ρu) = 0, (4)
∂tuh + uh · ∇huh = −ρ−1∇hp+ ν∇2

huh, (4b)
∂tu3 + uh · ∇hu3 + u3u3,3 = −ρ−1p,3 + ν∇2u3, (4c)

where x1 and x2 are the ‘horizontal’ coordinates and the corresponding
uh := {u1, u2} is independent of the ‘vertical’ coordinate x3, i.e.,

uh,3 ≡ 0. (5)

Higher-dimensional case can be similarly formulated. For the barotropic
case, (∇p)/ρ = ∇Π, and the isothermal (constant-temperature) relation
p = c2ρ results in ∇Π = c2∇ ln ρ, where c is the sound speed.

In Ref. [4], the author noticed that the incompressible RSF would have
very restrictive structures, allowing even no periodic solution, but richer
structures can present in the compressible one. Indeed, we see no reason to
exclude periodic solutions for compressible RSF and actually preliminary
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numerical tests have shown the realizability of RSF turbulence in a cyclic
box, but specific analysis of the latter, especially the numerical investigation
of its detailed statistical dynamics, however belongs to another communica-
tion for different purpose.[15] Note that the selective cylindrical condition
for the horizontal flow also presents in the Taylor-Proudman limit of fast ro-
tating compressible flows,[2] as remarked earlier, thus such a 2C2Dcw1C3D
flow is quite of physical sense, instead of being purely artificial. However,
the Taylor-Proudman limit has extrally ∇h · uh = 0 which is not required
by our general RSF.

2.1 Thermodynamic structures
The RSF has not only the defining characteristics in the velocity but also
some particular thermodynamic structures. Below, we will derive the results
from the 2C2Dcw1C3D velocity field for the 3-space dynamics.

Taking derivative with respect to x3 in Eq. (4b) for the horizontal
momentum, Eq. (5) requires [16]

[(∇hp)/ρ],3 = 0. (6)

2.1.1 Barotropic structures
The barotropic Eq. (6) writes Π,13 = Π,23 = 0, i.e.,

Π = P3(x3) + Ph(x1, x2). (7)

We may consider the RSF in a box of dimension Lz ×L2 ×L3, cyclic in
each direction, or with L → ∞ in some direction(s) with the field vanishing
sufficiently fast. Introducing

⟨Ph⟩12 := L−1
1 L−1

2

∫ L2

0

∫ L1

0
Ph(x1, x2)dx1dx2,

⟨P3⟩3 := L−1
3

∫ L3

0
P3(x3)dx3

and
⟨Π⟩123 := L−1

1 L−1
2 L−1

3

∫ L1

0

∫ L2

0

∫ L3

0
Πdx1dx2dx3,

we have

⟨Π⟩3 = Ph(x1, x2) + ⟨P3⟩3, (8a)
⟨Π⟩12 = P3(x3) + ⟨Ph⟩12, (8b)

⟨Π⟩123 = ⟨Ph⟩12 + ⟨P3⟩3 = ⟨Π⟩12 + ⟨Π⟩3 −Π. (8c)
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Rewriting Eq. (4) as ∂t ln ρ = −u · ∇ ln ρ−∇ · u and taking particularly

Π = c2 ln ρ = c2(⟨ln ρ⟩12 + ⟨ln ρ⟩3 − ⟨ln ρ⟩123)

for the isothermal case, we have the partial-integral-differential equation

∂t ln ρ = ⟨u · ∇ ln ρ⟩123 − ⟨u · ∇ ln ρ+ u3,3⟩12 − ⟨u · ∇ ln ρ+ u1,1 + u2,2⟩3,
(4a)

which summarizes Eqs. (4,5 and 6) and which, as we will see, applies also
in more general nonbarotropic RSFs.

2.1.2 Nonbarotropic structures
For an ideal gas with, say, p = ρRT with R being a constant, Eq. (6) reads

[
∇h(ρT )

ρ
],3 = [(T∇h ln ρ) +∇hT ],3 = 0. (9)

Eq. (9) indicates that ∇h(ρT )
ρ is a function of only x1 and x2 and should

have such separation of the variables

ρ = r(x3)/R(x1, x2) (10)

that the nominator and demominator can cancel the common factor r(x3).
In other words, we have the same structure, especially Eq. (4a), as in the
isothermal case. And, by taking (10) into (9), we further have

T (x1, x2, x3) = T (x1, x2) +R(x1, x2)τ(x3), (11)

where T and τ and other variables are time dependent. They characterize
the fine structures of T , which again may be exploited for numerical simu-
lations or for check of the precision of the data: this may not appear to be
obvious due to simultaneous appearance of x1, x2 and x3 in the second term
of the right-hand side (RHS) of Eq. (11), thus we make some elaborations
in the following.

From Eq. (11), we have for four (superscript) values of x3
T (x1, x2, x

2
3)− T (x1, x2, x

1
3)

T (x1, x2, x43)− T (x1, x2, x33)
=

τ(x23)− τ(x13)

τ(x43)− τ(x33)
; (12)

and, for two sets of (superscript) values, respectively, of x1, x2 and of x3,
we have

T (x11, x
1
2, x

2
3)− T (x11, x

1
2, x

1
3)

T (x21, x
2
2, x

2
3)− T (x21, x

2
2, x

1
3)

=
R(x11, x

1
2)

R(x21, x
2
2)
. (13)

Now the RHS of Eq. (12) is independent of x1 and x2 and the RHS of
Eq. (13) is independent of x3, both presenting clear fundamental physical
properties that may be used for numerical simulation and check.
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2.1.3 Adiabatic ideal Lie-invariant structures
In Ref. [4], the author found an interesting ‘vortic’ property which is that
the frozen-in/Helmholtz theorem of vorticity is decomposed into two invari-
ant laws for the ‘horizontal’ and ‘vertical’ vorticities. Logically speaking,
it was not clear whether such a frozen-in decomposition was coincidental,
happening due to other implicitly used condition(s) such as the dimension
number, or essential. Since the general material/frozen-in invariance is
described by the Lie invariance, particularly that for the barotropic ideal
vorticity (∂t + Lu)dU = 0,[9] which applies in any dimension number, we
thus are curious whether it is underlied by some more essential Lie-invariant
theorem for flows in general d-dimensional space.

In particular, for adiabatic ideal flow, we have the 0-form/scalar entropy
S which is Lie-invariant

(∂t + Lu)S = 0. (14)

Thus, SsdU with any integrer s is still a Lie-invariant 2-form and may be
called the “‘s-entropic’ or ‘sentropic’ vorticity”, and the frozen-in decompo-
sition of vorticity in Ref. [4] can be extended to such 2-forms. Similarly, the
Ertel ‘potential vorticity’ 3-form dS ∧ dU [11, 17, 18, 10, 8] and the “‘sen-
tropic’ potential vorticity’ SsdS ∧ dU are also accordingly decomposible.
But, again, these entropy relevant results, already involving the vorticity,
are so far only for flows in E3, and the essentiality should be examined in
Ed for general d > 3, which is the target of Sec. 2.2.

2.2 Vortic structures
In terms of differential forms, the inviscid [ν = 0 in Eqs. (4b,4c), say]
equations of the horizontal and total velocities read,

∂tUh + Luh
Uh = −dh(Π− u2

h/2), (15)
∂tU + LuU = −d(Π− u2/2), (16)

which also applies for general ideal real Schur flows in Ed with d ≥ 3, the
precise meaning of Uh for d > 3 to be further clarified below. Thus, with
the interchanges of the exterior derivative with the (partial) time derivative
and the Lie derivative, and, with the replacement of Luh

by Lu (Lemma
1), we have the Lie-invariance laws for the vorticity 2-forms Ωh = dUh and
Ω = dU ,

∂tΩh + LuΩh = 0, (17)
∂tΩ+ LuΩ = 0. (18)

We already can see that the two frozen-in laws of decomposed vorticities
(for which the spatial derivatives of uh and uz are respectively responsible),
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found in Ref. [4] for d = 3, correspond to Eq. (17) and, according to the
linearity of Lie derivative operator, the substraction by it of Eq. (18), but
now also for compressible barotropic RSF. [Such a result however does not
guarantee a direct extension to d > 3, because, as said, in the latter case
the precise meaning of the index h needs special clarification.] The objective
of frozen-in decomposition is then translated to Lie-invarant decomposition
which can be formulated for general d as the following:

Definition 1 A Lie-invariant decomposition of a (Lie-invariant) vorticity
2-form Ω into M ≥ 1 components of a barotropic ideal flow in Ed is that

Ω =
M∑
i=1

Ωi, with (∂t + Lu)Ωi = 0, (19)

where Ωis are linearly independent.

Remark 1 Obviously, M ≤ d(d − 1)/2 (no larger than the number of the
elements of the A matrix), and when M = 1, Ω1 = Ω. Actually, we will see
that M ≥ [d+1

2 ], where [...] denotes the integer part.

2.2.1 Observation
As remarked in Sec. 2.2, concerning the left-upper 3 × 3 RSF block (with
u1,2 = u1,3 = 0, in blue color) designated with single underline and single
right ‘wall’ for E3 in Eq. (3), the vorticity 2-form, corresponding to the
anti-symmetric part of the left-upper 2× 2 block, of the horizontal velocity
uh is Lie-carried by uh, and thus also by the whole 3-space u (Lemma 1).
Since the whole Ω = dU is Lie invariant respect to u, the vorticity 2-form
component corresponding to anti-symmetric part of the right column of the
matrix is also accordingly Lie invariant, from simple substraction.

Now in the 4-space with the left-upper 4 × 4 RSF block, designated
with double underlines and double right walls, with extrally u1,4 = u2,4 = 0
(in blue color), the vorticity 2-form component corresponding to the anti-
symmetric part of the left-upper 2× 2 block is Lie-carried by the 4-space u
(twice applications of Lemma 1). Thus, the vorticity 2-form component cor-
responding to the anti-symmetric part of the rest two columns on the right,
but not the third column as in 3-space, is also accordingly Lie invariant,
again, from simple substraction.

Then, in the 5-space, similar to the 3-space case, with the left-upper
5 × 5 RSF block with extrally u1,5 = u2,5 = u3,5 = u4,5 = 0. We see both
the vorticity 2-form components, corresponding respectively to the anti-
symmetric parts of the left-upper 2 × 2 block and to the anti-symmetric
part of the third and fourth columns, and their sum as a component of the
5-space vorticity 2-form, are all Lie-carried by u in E5; thus, again from
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simple substraction, the vorticity 2-form component corresponding to the
anti-symmetric part of the fifth column is also Lie invariant.

The above have implied an inductive procedure with ‘trivial’ (see be-
low for preciseness) extension of dimension and substraction, by which we
see how the 6- and higher-space RSF flows carry linearly independent Lie-
invariant vorticity 2-form components:

Theorem 1 (Lie-invariant vorticity decomposition). With d+1 understood
to be adding an extra spatial dimension the velocity component of which is
constant, i.e., appending an extra column and row of zeros to the bottom and
right of the d-space velocity gradient matrix G, there are M = [d+1

2 ] linearly
independent Lie-invariant (with respect to the ideal barotropic flow in Ed)
vorticity 2-form components, each of which subsequently corresponding to
the anti-symmetric part of the two columns of G associated to Ωi = dUi for

Ui := u2i−1dx2i−1 + u2idx2i. (20)

Remark 2 When i ̸= d/2, each Ui and Ωi are respectively perpendicular
and parallel to the dth coordinate, thus the notations Uhi

and Ωhi
, corre-

sponding to Eqs. (15,17), would also be justified.

2.2.2 Proof of Theorem 1
Lemma 1 The (component of) vorticity 2-form Lie-invariant with respect
to a k-space velocity is also invariant when the space is trivially extended
to k + 1 dimensions, where ‘trivially’ refers to the property that the veloc-
ity components responsible for the vorticity 2-form do not depend on the
extended spatial coordinate.

With u extended “trivially” from a k-space velocity to a (k+1)-space u′,
the proof of Lemma 1 is straightforward by the result of LudU(i) = Lu′dU ′

(i)
derived from Lv = ιvd+dιv, where ιv is the interior product with the vector
v. Thus, we are ready to prove Theorem 1:

Proof. With the application of Lemma 1, the induction-fashion argu-
ment made in Sec. 2.2.1 can be adapted with simple replacements of the
dimension numbers, 3, 4 and 5 there, with k = 2n − 1, 2n and 2n + 1 for
n ≥ 2, to constitute our proof.

Finally, the linear independence of the [d+1
2 ] components in Eq. (19)

is obvious by the fact that the numbers of bases, dxm ∧ dxn, involved in
different Ωis are different, thus the complete proof follows. □

Remark 3 Any linear combinations of Ωis are also Lie-invariant. It is very
tempting to say that Ωis constitute the linearly independent Lie-invariant
basis of the invariant vorticity (component) of RSF, but there can be more
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vanishing components than those left-lower corners of RSF G in Eq. (3),
which then may lead to some very special Lie-invariant vorticity compo-
nent(s) not representable by those Ωis: that’s why we said in Remark 1 that
M could be larger than [d+1

2 ].

2.3 Structures of united thermodynamics and vortics
Leaving the remarks concerning those in Sec. 2.1.3 for higher-order ‘mixed’
forms, such as the Ertel potential vorticity, to Sec. 3 and staying still within
second-order forms, we have, with Ωi given in Theorem 1 and s introduced
in Sec. 2.1.3, the following:

Corollary 1 The ‘sentropic’ vorticity 2-forms, SsΩi, are Lie invariant in
the barotropic ideal flows.

3 Further discussions
The conventional construction of higher-order Lie invariants then can be
applied to the decomposed objects; that is, we have, with Ui and Ωi = dUi

in Theorem 1, the following:

Corollary 2 Any linear-sum and wedge-product combinations of Ωis, and,
particularly “‘sentropic’ potential vorticities” defined by the wedge products
of S, dS and Ωi, say, SsdSm ∧ (Ωi +Ωj)

n, are also locally invariant.

Other higher-order pure thermodynamic quantities (Ref. [8] and references
therein) accordingly have delicate structures, which however appears not
demonstrable in an explicit way so far and is left for future study.

Various new Cauchy invariants equations associated to the decomposed
components can be further established by further applying the main theo-
rem of Besse & Frisch,[10] which will explicitly present the fine Lagrangian
structures. As we remarked on the thermodynamic fine structures, such fine
structures may also be useful for Lagrangian numerical techniques and for
check of the preciseness of the simulations.

Using matrix decomposition or transformation techniques, one may per-
form various other decompositions of the flow and/or the vorticity, which, if
being lack of the consideration on the dynamics (such as the Lie invariance
respect to the flow discussed in the above), may be called ‘kinetic’. For ex-
ample, besides the well-known decomposition of G into the symmetric and
antisymmetric parts (respectively, D and A), Ref. [3] shows that the RSF
G can be further transformed into the canonical form and then decomposed
into the shear part S and the canonical part N , the latter further being
composed of the dilation part E, the part for the strain rate along some
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eigenvector Z and the rotation part Ψ. For the antisymmetric A repre-
senting the vorticity, its canonical form is (block) diagonal with some 2× 2
antisymmetric block(s) and all other elements vanishing:[20] each 2×2 anti-
symmetric block represents the (rate of) rotation in the plane (c.f., equation
23 in Ref. [2] and the discussion following it), and, if more than one, all the
rotation planes are orthogonal to each other. We call such rotations ‘pure’.
For example, if the left-lower and right-upper 2× 2 blocks of the matrix (2)
are zeros, then the (pure) rotations are respectively in the x1-x2 and x3-x4
planes in the corresponding canonical coordinate frame. However, the A of
RSF G is in general not in the canonical form, thus containing ‘entangled’
rotations. For example, G being of RSF though, none of the nondiagonal
elements of matrix (2) is indicated to be vanishing, thus the possibility of
simultaneous rotations in x1-x2, x3-x4, x1-x3 and x2-x4 planes in the cor-
responding coordinate frame. The entanglement of the rotations may lead
to ambiguity and even confusions about vorticity, as already presents in 3D
case: more than one rotation planes are in general involved in the vorticity,
thus very complicated flow pattern from the latter, unless in the canonical
frame where there always is only one plane for the pure rotation.

We conclude by returning to remark on the ‘dynamical’ decomposition:
the study of compressibility reduction of helical turbulence in Ref. [6] has
made use of helical RSF as the chiral base flow but has not yet exploited the
ideal vorticity frozen-in decomposition, however we expect that the latter
may be intrinsic to the fundamental mechanisms of other issues of fully
d-dimensional flows (not RSF), including 3D incompressible turbulence.
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