# Generalization of the Fermat's and Euler's Theorems 


#### Abstract

The article contains extended versions of Fermat's little theorem and Euler's theorem, as well as a theorem intended for any remainder, which generalizes Fermat's and Euler's theorems.
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## 1. Introduction

Fermat's Little Theorem states that if $p$ is a prime number and $a$ is an integer not divisible by $p$, then $a^{p-1}-1$ is divisible by p, i.e. $a^{p-1} \equiv 1(\bmod p)$, and if $a$ is any integer, then $a^{p} \equiv$ $a(\bmod p)$. Euler's Theorem, which generalizes Fermat's Little Theorem, states: if the numbers $a$ and $m$ are coprime, then $a^{\varphi(m)} \equiv 1(\bmod m)$, where $\varphi(m)$ is the Euler function $[1,2,3]$.

A study of papers $[1,2,3,4,5]$ in which the theorems of Fermat and Euler are described, as well as the laws of power residues, shows that these and other similar theorems are intended mainly for the remainder equal to $1,(-1)$, the base $a$ of degree divisible number $a^{n}$, as well as some individual remainders, i.e. in the known sources, there is no clear structuring of power residues. It follows that the generalization of Fermat's Little Theorem and Euler's theorem, as a result of which the cyclicity of all remainders is established, is important, so it can be used to solve some open problems of mathematics.

## 2. Extended versions of the Fermat's Little Theorem and Euler's Theorem

Based on the results of our research, we propose the following extended versions of Fermat's Little Theorem and Euler's Theorem:

### 2.1. Extended version of Fermat's Little Theorem

If $p$ is a prime number and $a$ is an integer not divisible by $p$, then $a^{(p-1) t} \equiv 1(\bmod p)$, and if $a$ is any integer, then $a^{p+(p-1) t} \equiv a(\bmod p)$.

### 2.2. Extended version of Euler's Theorem

If the numbers $a$ and $m$ are coprime, then $a^{\varphi(m) t} \equiv 1(\bmod m)$, where $\varphi(m)$ is the Euler function; $t=1,2, \ldots$
The importance of the extended versions of Fermat's Little Theorem and Euler's Theorem is that they show the cyclicity of the remainders in terms of the exponents of divisible numbers.

## 3. Generalization of the Fermat's and Euler's Theorems

Below is a theorem that generalizes Fermat and Euler's theorems:

## Theorem 3.1 (Generalization of Fermat's and Euler's Theorems)

1) If $a^{n}$ is a natural power of a natural number, $p^{x}$ is a natural power of a prime number, and $a^{n} \equiv r\left(\bmod p^{x}\right)$, then $a^{n+\left(p^{x}-p^{(x-1)}\right) t} \equiv r\left(\bmod p^{x}\right)$, where $r=0,1,2, \ldots, p^{x}-1 ; n, t=1,2, \ldots$.
2) If $a^{n}$ is a natural power of a natural number, $m$ is a natural number, and $a^{n} \equiv r(\bmod m)$, then $a^{n+\varphi(m) t} \equiv r(\bmod m)$, where $r=0,1,2, \ldots, m-1 ; n, t=1,2, \ldots$.
Example 1: if $p^{x}=3^{2}, a^{n}=7^{1}, 7^{1} \equiv 7\left(\bmod 3^{2}\right), t=1$, then $7^{1+\left(3^{2}-3\right) \cdot 1} \equiv 7\left(\bmod 3^{2}\right)$.
Example 2: if $p^{x}=5^{2}, a^{n}=3^{3}, 3^{3} \equiv 2\left(\bmod 5^{2}\right), t=4$, then $3^{3+\left(5^{2}-5\right) \cdot 4} \equiv 2\left(\bmod 5^{2}\right)$.

Example 3: if $m=14, a^{n}=5^{2}, 5^{2} \equiv 11(\bmod 14), \varphi(14)=6, t=8$, then $5^{2+6 \cdot 8} \equiv$ $11(\bmod 14)$.

Theorem 3.1, which is based on the Fermat and Euler theorems, is explained as follows.
It is known that $a^{0} \equiv 1(\bmod p)$ and $a^{1} \equiv a(\bmod p)$, and Fermat's Little Theorem implies that $a^{p-1} \equiv 1(\bmod p)$ and $a^{p} \equiv a(\bmod p)$, it follows that the cycle length of the exponent is $p-1$. In the case when the divisor is a composite number, then, in accordance with Euler's theorem, the cycle length of the exponent will be equal to $\varphi(m)$.

Theorem 3.1 defines the search area for solutions of equations of the form $p^{x}+b^{y}=c^{z}$, where $p$ is a prime number, by the remainder matrix of size $\left(p^{x}-1\right) \times\left(p^{x}-p^{(x-1)}\right)$, which is shown in Table 1. Table 1 shows the remainders $r_{i j}$ obtained by dividing natural numbers of the form $a^{n}$ by a natural power of a prime $p^{x}$.

Table 1. Matrix of remainders for the divisor $p^{x}$

| $\boldsymbol{a}$ | $\boldsymbol{a}^{\mathbf{1}}$ | $\boldsymbol{a}^{\mathbf{2}}$ | $\boldsymbol{a}^{\mathbf{3}}$ | $\cdots$ | $\boldsymbol{a}^{\boldsymbol{p}^{x}-\boldsymbol{p}^{\boldsymbol{x}-1}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}$ | $r_{01}=0$ | $r_{02}=0$ | $r_{03}=0$ | $\cdots$ | $r_{0\left(p^{x}-p^{x-1}\right)}=0$ |
| $\mathbf{1}$ | $r_{11}=1$ | $r_{12}=1$ | $r_{13}=1$ | $\cdots$ | $r_{1\left(p^{x}-p^{x-1}\right)}=1$ |
| $\mathbf{2}$ | $r_{21}=2$ | $r_{22}$ | $r_{23}$ | $\cdots$ | $r_{2\left(p^{x}-p^{x-1}\right)}=1$ |
| $\mathbf{3}$ | $r_{31}=3$ | $r_{32}$ | $r_{33}$ | $\cdots$ | $r_{3\left(p^{x}-p^{x-1}\right)}=1$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\ldots$ |
| $\boldsymbol{p}^{\boldsymbol{x}} \mathbf{- 1}$ | $r_{\left(p^{x}-1\right) 1}=p^{x}-1$ | $r_{\left(p^{x}-1\right) 2}$ | $r_{\left(p^{x}-1\right) 3}$ | $\cdots$ | $r_{\left(p^{x}-1\right)\left(p^{x}-p^{x-1}\right)}=1$ |

When the divisor is a composite number $m$, the remainder matrix has size ( $m-1$ ) $\mathrm{x} a^{\varphi(m)}$, which looks like Table 2, this matrix shows the search area for solutions of equations of the form $a^{x}+$ $b^{y}=c^{z}$.

Table 2. Matrix of remainders for composite divisor $m$

| $\boldsymbol{a}$ | $\boldsymbol{a}^{\mathbf{1}}$ | $\boldsymbol{a}^{\mathbf{2}}$ | $\boldsymbol{a}^{\mathbf{3}}$ | $\cdots$ | $\boldsymbol{a}^{\boldsymbol{\varphi ( m )}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}$ | $r_{01}=0$ | $r_{02}=0$ | $r_{03}=0$ | $\ldots$ | $r_{0 a^{\varphi(m)}}=0$ |
| $\mathbf{1}$ | $r_{11}=1$ | $r_{12}=1$ | $r_{13}=1$ | $\ldots$ | $r_{1 a^{\varphi(m)}}=1$ |
| $\mathbf{2}$ | $r_{21}=2$ | $r_{22}$ | $r_{23}$ | $\cdots$ | $r_{2 a^{\varphi(m)}}=1$ |
| $\mathbf{3}$ | $r_{31}=3$ | $r_{32}$ | $r_{33}$ | $\ldots$ | $r_{3 a^{\varphi(m)}}=1$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $\boldsymbol{m}-\mathbf{1}$ | $r_{(m-1) 1}=m-1$ | $r_{(m-1) 2}$ | $r_{(m-1) 3}$ | $\cdots$ | $r_{(m-1) a^{\varphi(m)}}=1$ |

If we expand the above matrices (Tables 1 and 2), then the remainders will be repeated both in rows and columns of the matrix. Therefore, if all the elements of the above matrices for a given divisor are known, then using the formulas of Theorem 3.1, you can calculate any remainder resulting from dividing any power of any natural number by a given natural number.

## Conclusion

Theorem 3.1 differs from Fermat's and Euler's theorems, which use the remainder 1 and the base $a$ of the divisible number $a^{n}$, in that it is intended for any remainder $r$, i.e. it generalizes the
theorems of Fermat and Euler. Theorem 3.1 precisely defines the search area for solutions of equations of the form $a^{x}+b^{y}=c^{z}$ or $A+B=C$.
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