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Abstract

The Riemann product formula is provided with the function \( \zeta(s) \) for all complex numbers from \( \int_0^\infty \frac{x^{s-1}}{e^x-1} dx \) by substituting \(-x\) only partly for \(x\) in the numerator, which is incorrect, because we can find even negative factorials at the same place instead of the so-called trivial zero. And for Riemann hypothesis, we may derive out \( q = \frac{2\pi n}{\ln(a)} \) from the complex variable \( z = \pm (p + iq) \) of the Riemann zeta function, which is applicable for all positive and negative planes and complex space including \( \zeta(\frac{1}{2}) \). (Subject Class: 05A10, 11M26)

A. Riemann formula

Bernhard Riemann (1826-1866) suggested the following equation in his paper[1] in 1859.

\[
\int_0^\infty e^{-nx}x^{s-1}dx = \frac{\Pi(s-1)}{n^s}, \tag{1}
\]

where \( \Pi(s) = s! \). This \( \Pi \), named by Gauss (Johann Carl Friedrich Gauss, 1777-1855), has a relationship that \( \Pi(s-1) = \Delta(s) = (s-1)! \) with the Euler delta function mentioned below.

This was not something new because Leonhard Euler (1707-1783) presented the following in his paper [2] published after his death in 1794,

\[
\int_0^\infty y^{n-1}dy e^{-ky} = \frac{\Delta}{k^n}, \tag{2}
\]

where

\[
\Delta = 1.2.3.4... (n-1) = (n-1)! \tag{3}
\]

Adrien-Marie Legendre(1752-1833) named it \( \Gamma \) function in his paper [3] in 1811.

Riemann has named \( \sum_{n=1}^\infty \frac{1}{k^n} \) as the zeta function.

Since the equation (2) is a general formula for \( n \), Riemann’s formula (1) can be indeed expressed as

\[
\Pi(s-1)\zeta(s) = \sum_{n=1}^\infty \int_0^\infty e^{-nx}x^{s-1}dx. \tag{4}
\]
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Euler derived a complex solution for \( k = p + iq \) in the equation (2) above, and Riemann attempted to derive a solution for \( n = p + iq \) of (2).

However, Euler’s equation \( \Delta(n) \) becomes \((0 - 1)! = (-1)!\) at \( n = 0 \), and thus has a flow since it is not defined at \( n = 0 \). In other words, the below equation is not defined,

\[
\Delta(0) = (-1)! \quad \text{or} \quad \int_0^\infty y^{-1}dy e^{-ky} = \text{undefined.} \tag{5}
\]

and it is the same for \( \Delta(-n) \). This is to say that the negative factorial is not defined.

Therefore, the below equation suggested by Riemann is not correct as well,

\[
\int (-x)^{s-1}dx. \tag{6}
\]

It was derived using \(-x\) instead of \(x\) in the negative domain in calculating \( s = p + iq \),

\[
(e^{-is\pi} - e^{is\pi}) \int_0^\infty x^{s-1}dx, \tag{7}
\]

This would be possible under the condition that the negative space is a complex space, but since the complex space also exists in the positive space, it is wrong to derive the equation (7) from the equation (6) where the negative factorial or negative domain is not defined.

If we use the newly defined Euler Y function \([5]\) to rearrange equations including Euler’s \( \Delta \) function, Gauss’ Pi function, Legendre’s Gamma function, and negative factorial, it will be the following.

\[
Y(x) = \int_0^\infty e^{-u}u^xdu = n! \tag{8}
\]

\[
Y(-x) = (-1)^xY(x). \tag{8}
\]

By using the above, the Riemann equation (1) can be rearranged as the below,

\[
Y(s)\zeta(s + 1) = \sum_{n=1}^\infty \int_0^\infty e^{-nx}x^sdx, \quad s \geq 0, \tag{9}
\]

where

\[
\zeta(s + 1) = \sum_{n=1}^\infty \frac{1}{n^{s+1}}. \tag{10}
\]

This is effective in the positive area where the domain of \( s \) is equal to or greater than zero, and is not effective when using a negative factorial in the negative area.
Although the domain of Riemann zeta function will be greater than 1, since it is indeed effective in all domain, we can change the above equation applying $\zeta(-s)$ at the negative domain of $-s$ as below

$$Y(-s)\zeta(-s - 1) = (-1)^s \sum_{n=0}^{\infty} \int_{0}^{\infty} e^{-\frac{n}{s}x} x^s dx, \quad s > 0. \quad (11)$$

The Riemann equation (6) can be explained with the above equation (11). The complex space for $s = p + iq$ can be derived from the equations including (9), the solutions cannot be found since the $\zeta(\frac{1}{2})$ which is claimed by Riemann cannot be found in the above formulae (9) and (11).

But, this can be simply drawn from Riemann zeta function.

**B. Complex Numbers of Riemann Hypothesis**

As shown above, even Riemann’s formula is effective for all real plane, we are unable to figure out $\zeta(\frac{1}{2})$ from the above. However, we may obtain complex numbers of the Riemann zeta function as follows by using Taylor series. The complex number is defined as $z = \pm(p + iq)$ where $p$ is a real number, $q \neq 0$, and $i$ is the imaginary unit. So we obtain,

$$\zeta(z) = \sum_{a=1}^{\infty} \frac{1}{a^z} = \sum_{a=1}^{\infty} \frac{1}{a^{\pm(p+iq)}} \sum_{a=1}^{\infty} \frac{1}{a^{\pm p}} \times (\cos(q \ln a) \mp i \sin(q \ln a)), \quad 1 < a. \quad (12)$$

In case $a = 1$, $\zeta(z) = 1$ denotes the asymptotic line of $\zeta(z)$ axis. Even though cosine function of the above is located at $-1 \leq \cos(q \ln a) \leq 1$, we define $q$ as below, so that $q$ may have always positive value. So far we deal with the Riemann zeta function on the premise so that the complex does not have any impact on the process as if it is always be equal to one. Therefore, we obtain

$$q = \frac{2n\pi}{\ln a}, \quad (13)$$

where, $n$ is an arbitrary integer running from 1 to $\infty$. This means that at $z = \pm(p + iq)$, $q$ exists everywhere independently and innumerably at the same rate for all $z$ of the Riemann zeta function.
ζ(z). This is effective even if \( p \) is equal to zero, i.e., \( z = iq \) at \( \zeta(0) \).
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