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Abstract

This paper mainly focus on how to extract clean text from the stained document. It may happen sometimes
that due to stains it becomes very difficult to understand the documents and from the previous work it has
been seen that one particular modelling technique either through Image processing or Machine learning
which alone can’t perform for all the cases in general. As we all know ensemble techniques combine
many of the modelling techniques and result in much reduced error that would not be possible by just
having single model. But the features used for different models should be sparse or non-overlapping
enough to guarantee the independence of each of the modelling techniques. XGBoost is one such en-
semble technique in comparison to gradient boosting machines which are very slow due to this it’s not
possible to combine more than three models with reasonable execution time. This work mainly focus on
combining the truncated convolutional Autoencoders with sparsity take into account to that of machine
learning and Image processing models using XGBoost such that the whole model results in much reduced
error as compared to single modelling techniques. Experimentation’s are carried out on the public dataset
NoisyOffice published on UCI machine learning repository, this dataset contains training, validation and
test dataset with variety of noisy greyscale images some with ink spots, coffee spots and creased docu-
ments. Evaluation metric is taken to be RMSE(Reduced Mean Squared Error) to show the performance
improvement on the variety of images which are corrupted badly.

Keywords: Machine Learning, Deep Learning, Image Morphology, k-means clustering, convolutional
Autoencoders, XGBoost, Sliding Window, Random Forest, Gradient Boosting Machines

1. Introduction

Written text is basically a basic form of human com-
munication in documents. Noisy documents seem
hectic to read at times also there are important docu-
ments which may be mistakenly corrupted by things
like coffee stains, dirt, ink spots. In this work we
explore the recent advancements in computer vision
and machine learning to arrive at the cleaned form
of document which exactly retain the text the orig-
inal while be able to remove dirt completely. Also
sometimes we have to further do processing with the

handwritten text such as Neural machine language
translation, language modelling and for that it is nec-
essary to remove all the stained parts and leave just
the writing so that further tasks become very easy.
There are useful information on images like car plate
number detection, extracting news from very old
newspaper, there are complex background contain-
ing text which got lost in the background, as text
represents the semantic information about image it
would be much useful to extract the clean text from
image. From all this scenarios scene37,38,39,40 con-
taining text is the most difficult task as it contains
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complex background sometimes darker than writing
that it would be impossible to recognize text from
the image processing techniques or with just classi-
fication. Most of the work present in the current lit-
erature are in the form of text extraction based tech-
niques using image processing like using Sober fil-
ters, Gabor filters, Discrete Cosine transform, Dis-
crete wavelet transform and then leave to just one
classifier like SVM35 or k-means Clustering27 to
form cluster of text which we will show itself is not
a complete approach because with the current ad-
vancements in the area of machine learning we can
actually learn the features of dirt instead of using im-
age processing techniques to remove them the obvi-
ous advantage we will show in the further sections in
the paper that image processing by itself not be able
to completely remove the stains as they are currently
rely on either edge based features, or component
based features. Edge based features[22-35] based on
finding the edges all around text and stains as stains
contain only single pixel wide edge whereas text
consists of two edges running parallel to each other
so applying image morphology techniques dilation
make the text thicker as compared to stains, leave
out most of the writing. On the other hand com-
ponent based feature[36-41] are based on separating
the text from the stains using some of the clustering
techniques to identify the components of text and
stain using many of the techniques like Sobel filters,
Gabor filters, Discrete Cosine Transform, Discrete
Wavelet Transform25-33 and then using these fea-
tures to feed in neural network or SVM, but both of
these depends on the complex background whether
the text is identifiable and these techniques are slow
also, another technique using K-means clustering by
thresholding which we will explored in this work but
it has been seen that even that not been able to re-
cover text from complex background satisfactorily.
The rest of the sections in this paper are as follows
section 2. detailed the related work in this field. Sec-
tion 3. the Proposed approach through combining
many techniques using sparse ensembling these are
1) Linear Regression 2) K-means Clustering Thresh-
old 3) Image Morphology 4) Sliding Window 5)
Truncated Sparse Convolutional Autoencoder. Fi-
nally section 4. shows results & finally conclusion.

2. Related Work

Recent developments in the area of computer vi-
sion and machine learning lot of efforts has been
made by researchers towards this end the proba-
bilistic graphic modelling11,12 approaches and vari-
ational EM. For example document denoising by
Markov Random Fields1,10 for learning the statis-
tical distribution of text around whole of the text
but the problem with this approach the text may
be placed at random position in the images which
have complex background and those are meant for
something describing the image that can be dealt
with sparse coding approaches2. Sparse coding ap-
proaches like Gabor Filters13 does the work like du-
plicating the visual structure at arbitrary location in
the document that can eventually be helpful in de-
tecting the text but comes to the problem of cleaning
the whole document that doesn’t serve either. Ob-
viously there are other approaches too which can
model the exact representation of patterns or text to
clean the document but but the problem is that we
can,t generalize them as they need to accurately con-
sider each of the scenarios like 3-8 uses the hidden
variables to model the pattern around whole the doc-
ument. Lot of researcher also tried to use the neu-
ral network and CNN15,16 to clean out the text from
the arbitrary background. Wei and lin51 proposed
the robust approach for text detection from video
frames it uses 1) identify the locations of text us-
ing gradient and K-means clustering 2) separate text
from the noisy part using thresholding and SVM,
but results have lots of false positives. Xu & Su52

performs a hierarchical text detection and boosted
CNN filtering to identify the location of text but
again the complex background case does not show
remarkable improvement. To consider the case of
natural scene images46 symmetry based methods are
used to detect lines in the text but this doesn’t per-
form well in case of low illuminated text. To mit-
igate this and considering low illumination 53 pro-
posed a method by locally identifying text based
on segmentation but this fails to detect the charac-
ters having curvy lines. There is another classifi-
cation based method29-30 which considers the low
and high contrast regions of text by considering a
proper threshold value but the problem is threshold
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value changes as the region changes. There is an-
other work to take into account the nearby pixels
using sliding window43 it takes the features using
sliding window and apply SVM to classify text but
the method fails to detect non-horizontally aligned
text. Another method to classify text42 is first iden-
tifying edges using wavelet transform and K-means
clustering to identify text fails either to shown any
remarkable improvement. The problem to localize
text accurately in case of natural scene images 36

has been done by conditional random fields and en-
ergy minimization but the method is complex. An-
other work with the use of Sobel edge detector and
block classification28 failed to detect the text when
text and background have similar intensity. There is
lots of work to do some preprocessing to identify lo-
cations of text and then classification13,21,44,22,23,20

but unfortunately this approach doesn’t work either
due to more false positives or doesn’t generalize the
case. Another method of generative modelling ap-
proaches proposed by William and Titsias8, Jojic
and Frey6,9,10,17,18,19 but they have the problem of
identifying text only in the case of static background
only i.e. it doesn’t provide a mechanism to model
noisy patterns in the document which make it worse
for our case. Another approach using variational
EM12 failed to perform when the text is more and
more irregular. Yet another method to classify text
and non-text regions is proposed24 it uses dual tree
based DWT for edge detection and then classify the
text but it takes only the edge based feature for clas-
sification that’s why the overall performance is not
good. This completes the the literature review from
the review it has been identified that although there
has been much work has been done to extract the
text from noisy background but there is still going
a search for more robust algorithm which generalize
the case or we can there is search for master algo-
rithm to clean document whatever the background
and irrespective of how much noisy is the document.

3. Proposed method

Proposed method shown in figure 1. detailing the
model we are going to combine in further sections.
These models are chosen to maintain the sparsity of

model and computational complexity which will be
discussed in next few sections.

Fig. 1. Proposed System

3.1. Linear Regression

Since we have training dataset comprising dirty im-
ages and clean images and it is known that images
are stored as matrices with row and column identi-
fier denoting the brightness of the pixel at that loca-
tion. Lets take the image as being three dimensional
surface comprising row identifier along x -axis col-
umn identifier along y-axis and the brightness of the
pixel along z-axis. As we have both dirty and clean
images in the dataset, so it is just transforming one
surface to another as we have the pixel brightness of
both dirty and clean images. Further if we represent
the image in the vectorized form so that let’s say x
vector contains the pixel brightness of a dirty image
and vector y represent the brightness corresponds to
cleaned one. We can do this easily as from the figure
2. the pixel brightness values remain between [0,1],
with 0 being the brightness value for black and 1 be-
ing white.

Fig. 2. Heat Map for Pixel Brightness
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Fig. 3. Relation between x and y

From figure 3. it has been seen that for the sam-
ple image the relation between x and y is mostly lin-
ear except at the extremes, so it is justifiable to use
truncated linear regression. We have used the range
for x to be between [0.30.8]. The sample image
cleaned is shown in the figure 5, compared to dirty
image in figure 4. Considering this model mainly
does the work of contrast and brightness correction.
The RMSE for the training dataset is calculated as
0.157, this reduces the RMSE from 0.157 to 0.0778.

Fig. 4. Original dirty image

Predicted image for this linear transformation is
shown below(figure 5.)

Fig. 5. Predicted Image

We have shown here what we able to clean
through this model to show the power of simplest
modelling technique available in machine learning.
In further section we will consider complex scenar-
ios where background is darker than writing and
stained with coffee and ink spots. We will justify
that indeed combining all the models having sparse
features results in much more reduced error than us-
ing just one model.

3.2. K- means Clustering

Its obvious that using simple linear model doesn’t
give much improvement, that’s because simple lin-
ear model just able to adjust for brightness and con-
trast it doesn’t model the characteristics of stains.
First observation to remove stain is that writing is
darker than background around it. This observation
is useful for crease like noisy image as simple lin-
ear doesn’t perfectly remove creases as seen from
figure 5 the remaining crease lines are those which
are shadows in figure 4. and the remaining crease
lines are lighter and narrower than writing. Thus we
hypothesize that pixel contains information of sur-
rounding pixels. So we can use clustering technique
to cluster the pixels into writing and non-writing
one’s so that once we know the value of pixel below
which all are non-writing one’s then we can thresh-
old the image. Thresholding is the process to cut out
the portion so we are remains with the useful one.
Manually we can do this by plotting the histogram
of pixel brightness in a image shown in figure 6. and
find the local maxima which creates a natural break
in the pixel values. From the figure 6. these are
0.3 and 0.65. But instead of doing it manually it can
simply be automated for each of the different images
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using clustering technique45,41 to find out the lower
and higher threshold.

Fig. 6. Histogram for Image as vector

3.2.1. K-means Clustering Thresholding

Assuming that Z = M x N be the size of image, and
let K be the number of clusters in which we want to
divide the whole document, in our case k=3 as we
want to cluster simple background, complex back-
ground and text regions. So for thresholding the
non-text region the algorithm is explained as fol-
lows

• Let [C1C2C3.......CK ] be the K points as initial cen-
troids arbitrarily chosen from among the Z points.

• Now compute the distance of each point from the
center of each class. Let the points be represented
as X(i) where i varies from 1 to Z. So the euclidean
distance can be calculated as

d(i)
k =

√
∑(X(i)−Ck

2) (1)

where k varies from 1 to K and i = 1 2 3 .... N.
• If dK = min

16k6K
[d(i)

k ] then X(i) belongs to cluster CK .

• When all the points are assigned to K clusters re-
calculate the cluster centers as follows

Cnew
k =

√
1
N ∑

X (i)∈Ck

X (i) (2)

• Now if
√

∑(Cnew
k −Ck)2 6 ∆, ∆ is taken as 0.2

is satisfied then the iteration stops other wise take
these new cluster centers as initial centers reiter-
ate the steps 2 and 3 until the ∆ is satisfied between
initial and new cluster centers.

• The jth threshold being calculated as t j =
0.5(C j +C j+1) where 1 6 j 6 K−1.

Using the algorithm as explained above again the
threshold values come out to be same 0.3 and 0.65.
Lets see the effect of thresholding using both thresh-
olds each time in figure 7 and 8.

Fig. 7. Thresholding at 0.3

Fig. 8. Thresholding at 0.65

Thresholding at 0.3 removes out lot of writing
but it removes the stains also while thresholding at
0.65 leaves writing but removes lots of stains as
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shown in figure 7 and 8. Obviously using 0.65 as
threshold is more meaningful as it remove most of
the stain while retain the text. Thus in this section
we gained success in remove any crease mark from
the paper. Combining the previous model and this
model using gradient boosting machines results in
RMSE improvement to 6.48%. Figure 9 shows the
sample image after ensembling but it is intention-
ally shown what we have been able to clean at this
point the figure 10 shows the sample image which
we don’t able to clean as it contains the darker spot
which we didn’t model upto this stage.

Fig. 9. Cleaned image after ensemble

Fig. 10. Image stained with coffee cant be cleaned

In further sections we consider more complex
stains to model so that each of the model feature are
sparse and non-overlapping thus giving us more im-
provement than possible using single model.

3.3. Image Morphology

As thresholding can’t be able to separate the writing
from the more complex stains like coffee spots, ink
spots so have to engineer a feature that can charac-
terizes these type stains. As these stains surround
writing in wide region it can be hypothesize that we
have to separate writing from the stained local max-
ima which can be easily done by a edge detector,
canny edge detector is one such popular algorithm it
runs as follows -

• Smooothing : As the image may contain some
noise it applies gaussian filter with σ = 1.4 to re-
move noise which is like blurring the image.

• Gradient Calculation : The edges are deter-
mined where the gradient changes the most, this
can be determined by finding the gradient of im-
age at each pixel by applying the well known
Sobel Operator. The kernel to find the gradient in
x and y direction are -

Kx =

−1 0 1
−2 0 2
−1 0 1

 and Ky =

 1 2 1
0 0 0
−1 −2 −1


Then the gradient magnitude is determined as the
euclidean distance measure

∆ =
√

∆2
x +∆2

y

and direction as the edges are thick it requires to
accurately place the edge

θ = tan−1
(
|∆y|
|∆x|

)

• The last step is to detect the strong edges and con-
vert the blurred edges to sharp edges. Compare
the pixel value in a 8 x 8 region to find the maxi-
mum pixel value replace with that value.
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Fig. 11. Canny Edge Detector

The sample image after edge detection is shown in
figure 11. It has been observed from the image that
there are edges which surround the writing and also
the stains there are very less edges inside the stain.
Furthermore the edges surround the writing occur
in pairs while stain is surrounded by only bound-
ary edge. Thus we can use this feature to remove
stains from writing. Erosion and dilation are two
such techniques of image morphology which are
helpful in this case, as dilation in general is thought
of making edge thicker by one pixel and erosion is
just opposite removing a one pixel thick layer from
the boundary of an object. On dilation the edges
of writing expand to fill the empty space between
them while the stain only grows by one thick layer
as compared two writing which grows by two pixels.
So if we do erosion the edges it will shrink the edges
but finally we have some improvement in writing as
compared to stain if we have successive dilation and
erosion the result can be observed from the sample
image in figure 12. Mathematically dilation can be
defined on image mask I such that it connects the
text edges to cluster them. The number of pixels it
grows depends on the size of structuring element E.
The dilation operation is given by equation 3.

D = I⊕E =
{

h ∈ Z2|h = x+b,x ∈ I,b ∈ E
}

(3)

whereas the erosion can be defined as in equation 4.

E = I	E =
{

h ∈ Z2|x+b ∈ I f or every b ∈ E
}

(4)
Here we have used a structuring element of size
[4x4]. Figure 13. shows the sample image after once
we applied erosion and dilation results in darkening
the text and thining the stain,if we succesively do

this for three time we find the stain is completely
removed as shown in figure 14.

Fig. 12. Image Morphology : Dilation

Fig. 13. Image Morphology : Erosion

This works good as all of the writing is black, but
only a small part of the stain remains. the stain has
a thin line, while the writing has thick lines. So we
can erode once, then dilate once, and the thin lines
will disappear.The stain is now almost completely
removed.

Fig. 14. Successive dilation and Erosion(Three times)

Let’s put it all together with the existing features
that we have developed, by adding canny edges and
the dilated / eroded edges to the gradient boosted
model. This improved the RMSE score on the train-
ing dataset from 6.48% to 4.1%. The predicted sam-



A. Khandelwal et al. / Sparse ensembling using Truncated Convolutional Autoencoder

ple image after ensembling is shown in figure 15.
although we have improved much but we have to
further process the image for cleaning it and reduc-
ing the RMSE.

Fig. 15. Ensemble model with Image morphology

3.4. Background Removal

In the previous section even we have model the stain
structure we can’t be able to remove the stain com-
pletely. So we have to devise another feature which
is non-overlapping with feature of previous section
as well as more robust to any type of stain. From
the previous observation it has been seen that stain
manly comprises of the large part so it must surely
be part of background. Considering the methods of
extracting the background of an image we particu-
larly known that taking moving average of a video
stream gives out a background image. So we have
to devise a filters which moves out across the image
to extract the background, one such filter is the me-
dian filter. Median filter of width w is an image filter
which moves out across the whole image while mov-
ing it replace the pixels surrounding it by the median
of pixels on size of w x w, lets say the part of original
dirty image for the size w x w is denoted by DI(w)
whereas background image be denoted by BI(w) so
the background removal be formulated as given in
equation no. 5

BI(w) = median(OI(w)) (5)

subject to |BI(w) − OI(w)| 6 T where T is the
threshold we taken as 0.1 and the width w is found
out using the grid search method is taken to be 17 in
this paper. The background image is shown in figure
16.

Fig. 16. Background Image

Clearly seen from figure 16. it contains the cof-
fee cup stains and also the shade of the paper upon
which the writing appears. So if we remove that part
from the original image we are left with mostly writ-
ing although some writing may also be removed be-
cause it retains only those pixels which are darker
than writing as shown in figure 17., that we don’t
have to care because finally we ensemble all the
models that take care of this unwanted removal.

Fig. 17. Background Removal

We are using GBM package to create a predic-
tive model. But as we have added more predictors
or features, it has started to take a long time to fit
the model and to calculate the predictions. So we
have to switch to xgboost package.The final sample
image after ensembling is shown in figure 18.
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Fig. 18. Ensemble Model to include Background Removal

The overall result represents an improvement in
RMSE score on the training data from 4.1% to 2.4%.

3.5. Sliding Window

Considering the progress made so far it has been ob-
served that the more we take into account the sur-
rounding pixels the more robust the model is, so the
most obvious modelling approach is to use a slid-
ing window of size w x w after suitably padding the
image with p pixels surrounding it and take these
w2 pixels as a predictor for the pixel in the center
of the sliding window. In this paper we have used
w=5 and p=3 and the predictor is random forest. To
visualize the importance of these nearby pixels as a
separate feature see the feature importance graph in
figure 20. Sample image after ensembling with XG-
Boost is shown on the figure 19.

Fig. 19. Ensemble Model to include Sliding Window Fea-
tures

Clearly the sample image is much more
cleaned as compare to previous modelling ap-
proaches.Overall improvement can be verified
through the RMSE scores. RMSE on the training
data dropped from 2.4% to 1.4% for this model.

Fig. 20. Feature Importance

3.6. Sparse Autoencoder

Autoencoder consisits of encoder and decoder.
Mainly the work of encoder is to transform the in-
put image into some other hidden representation
through the use of some non-linear function such
that when this representation is used to transform
to original image it does perfectly be able to recon-
struct the image. This means that either the input
image may contain some redundant or least signif-
icant components which do not provide any neces-
sary information about the input representation or
it contains noise which is being filtered to form a
hidden representation which learns by itself as what
parts are unnecessary we exactly require this thing
only in our case. Let observe mathematically what
it does. Let the input be X ∈ Rp and let the encoder
weight matrix be We ∈ Rsxp and d ∈ Rs be the bias
of encoder then the transformation can be written
as H = g(WeX + b) where g(.) is non-linear acti-
vation function for hidden representation. The de-
coder performs exactly opposite to encoder for the
H ∈Rs derived from encoder it performs for decoder
weight matrix Wd ∈Rpxs and bias b∈Rs it gives back
X̂ = g(WdH + b). So the main task is to reduce the
mean square error between X̂ and X . But for the per-
fect reconstruction and to learn the same feature it is
required that We = W T

d . the cost function is written
as :

J = min
W,b,c

∥∥∥X̂−X
∥∥∥2

2
+Ψ(H) (6)

= min
W,b,c

∥∥ f (W T
d f (W T

e X +b))−X
∥∥2

2 +Ψ(H)

Further in the equation 6. there is regularization de-
noted by Ψ(.) on the hidden representation which
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can be done by either of the techniques like drop-out,
early-stopping to learn the sparse representation50,54

the advantage of which is obvious in our case to
reduce the no. of redundant computations.But this
seems like overdoing the things as we have the train-
ing set available with cleaned images for comparison
then it does make any sense to include the decoder
for backpropagate the error to train the network so
we will use the truncated version of Autoencoders
that will be described in the next section.

3.7. Truncated Sparse Convolutional
Autoencoder(TSCA)

As the Autoencoders are likely to handle the vec-
torised form of data and we have images which are
stored in the form of matrices it is more conceptual
to use convolutional AE because the convolutional
neuaral nets47,48,49 are motivated or developed for
the vision problem. Since this is a vision problem
of recognizing text from the noisy background it is
more suitable to use convolution neural networks but
as we describe in the previous section it does not
need to reconstruct the image using convolutional
decoder as we have have the clean image available
so what we just want is the input the dirty image
and output the cleaned one. Specifically, for an im-
age X ∈ Rnxm, it encodes it by convolving it with
encoder filters We ∈ Rsxsxd , resulting in d feature
maps. These feature maps are then passing through
a nonlinear activation function to generate their cor-
responding feature maps Z ∈ R(n−s+1)x(m−s+1), i =
1....d. Training the truncated AE can be imple-
mented as given in equation 7 and 8.

J = min
W,b,c

L

∑
l=1

∥∥∥X̂ (l)−X (l)
∥∥∥2

2
(7)

where

X̂ (l) = Hp,s(Ẑ(l)) = Hp,s( f (We ∗X (l)+bi)) (8)

where Hp,s(Z) is the sparsifying operator it first
max-pools and unpool with pooling size p and stride
s. In the convolutional Autoencoders there are first
few layers repeatedly apply the same weights across
overlapping regions of the input data. Intuitively

this is like applying an edge detection filter where
the network finds the appropriate weights for several
different edge filters.We have used 3 hidden convo-
lutional layers, each with 25 image filters. The net-
work architecture used in this paper is shown in fig-
ure 21. In this paper we have used SGD algorithm
to train the network. Comparing the time complex-
ity with the current work in this scenario DN47 time
complexity is O(d ∗ s∗ (nm)) while that of while the
ConvSC49 is given as O(d ∗ (nm)) whereas Trun-
cated convolutional sparse AE does it in O(d ∗ (kn))
as k¡m it justifies the improvement in time complex-
ity. During the first several iterations, the neural net-
work is balancing out the weights so that the pixels
are the correct magnitude, and after that the learn-
ing begins. Some of the convolutional filters are
shown in figure 22. Figure 23. shows the loss func-
tion for both the training and test loss we have used
SGD(Stochastic Gradient Descent) in this paper, it
has been observed that the loss function started to
decrease t=in the fist 50 iterations only and con-
verges to the 0.001 error within 150 iterations this
is the motivation why we have used the sparse struc-
ture not only to increase the accuracy but also reduce
the training time and better generality and obviously
less complex network.

Fig. 21. Network Architecture
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Fig. 22. Convolutional Filters

Fig. 23. Loss function

As seen from figure 22. filters are like some part
of text letters that’s actually we want the filters to do
i.e. recognizing the text from the image to clean it.
Figure 23. shows the loss function of neural network
as seen loss function converges within 150 iterations
of SGD although we have run upto 200 iterations.
Figure 24 shows the cleaned image after TSCA to
further improve on the quality and RMSE ensem-
bled model predicted image is shown in Figure 25.
shows the cleaned image after ensemble all the mod-

els clearly the predicted image is cleaned one with-
out any stains thus we achieve for what we wanted.
RMSE at this stage has dropped down to 0.7% which
is clearly a significant improvement just half from
the previous ensemble.

Fig. 24. Processed image from TSCA

Fig. 25. Ensemble to include TSCA

4. Results

Apart form the improvement shown on the images
of dataset, the theoretical measure to show the per-
formance improvement we have used in this paper is
RMSE(Reduced Mean Squared Error). Lets say the
original clean image in the training dataset be de-
noted by X and the predicted image be denoted by
X̂ . Then the mathematical formula to calculate the
RMSE is given in equation 9

RMSE =

√
E((X̂−X)2) (9)
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=
√

∑
i, j
(x̂i j− xi j)2/N

where N = width x height of image. The RMSE
at each step of whole model is summarized in the
following table.

RMSE
Models RMSE
Linear Model 7.78%
Linear Model + Clustering 6.48%
All previous + Image Morphology 4.1%
All previous + Background Removal 2.4%
All previous + Sliding Window 1.4%
All previous + TSCA 0.7%

5. Conclusions

This paper proposed a novel and effective method
for cleaning stained document. The method has
been proved to be efficient for reducing the RMSE
to less than 1%. The proposed method applies many
techniques to model the text and non-text regions
in the image it has the advantage of being gener-
alize method over other methods described in the
literature review it require training of the model to
any arbitrary complex noisy images and one such
publicly available dataset Is NoisyOffice provided
by UCI machine learning repository14. The method
here explore the previous approaches like K-means
clustering thresholding, Image Morphology, Slid-
ing Window and Background Removal but finds that
any method by itself is not robust neither complete
to remove the stains from the documents. Further
we take care of the case that each of the models
described have features which are sparse or non-
overlapping enough to show the remarkable im-
provement in the RMSE scores. This has been
showed at each step to demonstrate the improvement
and cleaning of the documents at each step. Otsu’s
method which is manual way of thresholding the im-
age we have automated it using the K-means clus-
tering. As the background removal removes the text
region we take care of that by ensembling it with
other models and taking also the nearby pixels as a
feature marks the significant improvement over most
of the methods. Training the CNN takes long time

but incorporating the sparse structure into it we just
achieved what we wanted within 150 iterations with
significant reduction in error, Although the cleaned
image after TSCA is very cleaned but it is only af-
ter ensembling the image becomes so easy to see we
can’t observe the difference between cleaned image
and predicted one this is because the very first model
in our ensemble that is linear regression takes care
of contrast and brightness of the image. Finally we
see towards experimenting and deploying this sys-
tem for the real world applications.
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