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Abstract—Novelty detection is a very important part of In-
telligent Systems. Its task is to classify the data produced by
the system and identify any new or unknown pattern that
were not present during the training of the model. Different
algorithms have been proposed over the years using a wide
variety of different technologies like probabilistic models and
neural networks. Novelty detection and reaction is used to enable
self*-properties in technical systems to cope with increasingly
complex processes. Using the notion of Organic Computing,
industrial factories are getting more and more advanced and
intelligent. Machines gain the capability of self-organization, self-
configuration and self-adaptation to react to outside influences.

This survey paper looks at the state-of-the-art technologies
used in Industry 4.0 and assesses different novelty detection
algorithms and their usage in such systems. Therefore, different
data-sources and consequently applications for potential novelty
detection are analyzed. Three different novelty detection algo-
rithms are then present using different underlying technologies
and the applicability of these algorithms in combination with the
defined scenarios is analyzed.

Keywords—Novelty detection, Outlier detection, Organic Com-
puting, Machine learning, Industry 4.0

I. INTRODUCTION

In computer science and especialy machine learning, theo-
retical and experimental progress advances with great strides,
but implementation of those results in industrial settings is
often lacking and behind the state-of-the-art research [1].

One concept that is not yet widely adapted is novelty
detection for autonomous systems. Novelty detection aims at
discovering and also reacting to outliers and newly arising
processes in continuous data streams, e.g. produced by sensors
in autonomously acting systems, like surveillance networks or
industrial machines in big, modern factories. Machines used
in an Industry 4.0 setting are equipped with sensors which
measure a substantial amount of manufacturing parameters
and are connected with other machines in the factory to en-
able self-organization, self-configuration, self-adaptation and
decentralized management [2].

These features of Industry 4.0 machinery ties in with the
concept of Organic Computing (OC) which aims to cope
with the increasing complexity of modern IT-technologies by
shifting the management of tasks from one central entity to its
smaller subsystems which act autonomously and inherit some
combination of self-* properties ([3], [4]).

In this sense of OC, the self-organization and self-adaptation
of such machines could benefit from the notion of novelty
detection. Therefore, this paper analyzes different data-sources
in Industry 4.0 and novelty detection algorithms to assess,
which of them would perform best in a modern industrial
environment. The key contribution of this paper is the theoret-
ical evaluation of novelty-detection algorithms on theoretical
industrial data-sets to better understand the concepts and dy-
namics of novelty-detection and possible fields of application.

The paper is organized as follows. Firstly, the terms and
basic concepts of Industry 4.0 and novelty detection are
discuss in Section II. In Section III, different data-sources that
occur in Industry 4.0 factories are described and afterwards,
three different novelty detection algorithms are described in
Section IV. Section V evaluates the usage of the described
novelty detection algorithms with the data-sets described in
Section III. Section VI summarizes the results and findings of
this article and gives a brief outlook to further work that could
be done in this filed.

II. BASIC CONCEPTS

For a better understanding of this article, this section briefly
introduces term definitions, the technologies used in Industry
4.0 and novelty detection.

A. Term definitions

Because the terms anomaly, outlier and novelty are often
used interchangeably, a finer definition is required. However,
because of different definitions used in literature, this is not an
easy task. For this paper, these terms are defined as follows:

An anomaly is typically a sample that is not explained by
a model describing the data, as it differs from the expected
samples. Outliers are similar, they are often described as data-
points that deviate from a given density model. Outliers should
be removed from the data-set to increase the performance,
whereas anomalies should trigger actions, like novelty or fault
detection. A Novelty is a clusters of anomalies, typically asso-
ciated with a newly arising process or change of distribution.
Noise is also part of every data-set and commonly consists of
randomly scattered samples.



B. Industry 4.0

Over the recent centuries, manufacturing went through sev-
eral industrial revolutions, which each lead to a paradigm shift
in production techniques and management. The current effort
is to merge the industrial production of goods with information
and communication technologies (ICT), which is not only
pursued by large corporations, but is also a core objective in
the high-tech strategy of the German government [5]. Lasi et
al. described Industry 4.0 as ”[t]he vision of future production
[that] contains modular and efficient manufacturing systems
and [that] characterizes scenarios in which products control
their own manufacturing process.” [2]

These visions are implemented with the use of different
emerging technologies. As described by [5], three key concepts
for enabling the shift to Industry 4.0 are Smart Factories,
Cyber-Physical Systems (CPS) and Internet of Things (IoT).
The concept of Smart Factory was introduced by Lucke at
al. 2008 in [6]. The authors described it as a factory that is
combined with ubiquitous computing capabilities to realize
context awareness, meaning that the components of the system
communicate with each other as well as gather and share
contextual information.

Such a combination of physical production hardware and
software elements are often described as Cyber-Physical Sys-
tems. These systems are comprised of a large-scale network
of embedded systems like sensors, actuators and computing
nodes, which are spatially separated and have to fulfill certain
criteria like robustness, self-awareness and self-maintenance
[7]. H. Cheng explored a large variety of papers focusing
on CPS to gain knowledge about the current state-of-the-
art research [8]. He grouped his findings into ten research
areas which range from algorithms over modeling to system
design and wireless sensor networks, which are one of the key
technologies for bridging the gap between the physical and
cyber world. Because all these networks are heavily reliant on
interconnectedness and communication, IoT can be considered
as the backbone of CPS [7].

IoT devices are used in a wide variety of application, mostly
for data collection, ranging from object tracking with the use
of active or passive RFID tags, over automatic product inspec-
tions by continuously measuring the production status with
sensors, to optimizing material acquisition through monitoring
and prediction of stock and usage [9].

C. Novelty detection

As mentioned in the introduction, novelty detection aims
at finding outliers of potentially novel processes in sensor
data. Extensive research was conducted in recent years to
develop new algorithms and approaches for novelty detection.
In early review papers written by Markou and Singh [10],
[11] in 2003, novelty detection algorithms are grouped in
statistical approaches and neural network based approaches.
Algorithms which fall under the statistical category are based
on models built with the statistical properties of the underlying
data. Data is tested against a trained model of ”normal”
data and a novelty score is determined for each point and

if the score is greater than a defined novelty threshold, it
is considered abnormal. Statistical approaches can be further
divided into parametric and non-parametric, depending on the
model used. One example of a novelty detection algorithm
using a parametric approach is presented by Bishop in [12]. In
this article, a Gaussian Mixture Model (GMM) is trained and
optimized by using the EM algorithm. New, previously unseen
data is then shown to the model and evaluated to return the
degree of novelty.

Neural network approaches can also be categorized further
by the architecture and methods used, like multi-layer percep-
trons (MLP), support vector machines (SVM) or oscillatory
networks [11]. In [13], Singh and Markou implemented nov-
elty detection for video sequences using an MLP as classifier.
They used a rejection filter to categorize the data either as
known or unknown. The known data is then classified by the
neural network and the rejected data is collected and clustered
to identify new classes, which are then labeled and used for
training in the next iteration.

In more recent research however, this categorization in
statistical and neural networks is no longer used, as de-
scribed by Pimentel et al. in [14]. Instead, categories like
probabilistic, distance-based and domain-based techniques are
used. The category of probabilistic algorithms contains para-
metric approaches, using for example a GMM ([12], [15])
or a Hidden Markov Model (HMM) ([16], [17]), and non-
parametric approaches like algorithms using kernel density
estimators like the Parzen windows estimator ([18]). Distance-
based algorithms, like the name suggests, use well known
distance metrics to distinguish between known and novel data
points. One such approach is k-Nearest Neighbor (k-NN) using
Euclidean or Mahalanobis distance measures. Used for novelty
detection, k-NN is based on the premise that ”normal” data
points have close neighbors but the distance to novel points
is much greater [19]. Domain-based novelty detection uses
methods to create a boundary between different classes like
SVMs. Ma and Perkins, for example, use an one-class SVM
to detect novelties in time-series data [20].

III. DATA SOURCES IN INDUSTRY 4.0

To select appropriate novelty detection algorithms for an
Industry 4.0 setting, the different data sources that can occur
in such a factory need to be identified and analyzed. It is
important to select the algorithm based on the type of data
that should be analyzed because some algorithms might not
be able to handle certain types of input. For example, if the
data source is high dimensional and the approach can only
process a small amount of dimensions, possible outliers could
remain undetected. In these modern factories, a great variety
of processes gather data. In the scope of this paper, the focus
lies on production, logistics and communication processes.

A. Production

One data source in Industry 4.0 is the production process.
Machines and industrial robots record lots of different sensor



data and parameter about the manufacturing process, like
pressure, spindle speed, machine load or parts per hour.
Furthermore, RFID chips can be attached to the workpiece
to track the position throughout the whole assembly line.
Video surveillance can also be used for detecting the position
of objects [21]. Data produced by machines can further be
distinguished by usage.

1) Machine Health: Machine health is one important rea-
son to record data. High cost industrial machinery deteriorates
over time and maintenance and repairs become necessary.
Sensors are installed to measure machine usage parameters
like vibration and temperature to increase the lifetime of the
machine, optimize performance and reduce downtime costs
[22]. This data is typically low to medium dimensional,
numeric time-series data.

2) Production Parameters: Production parameters are also
an important data source in Industry 4.0. Every produced part
is modeled to specific dimensions, which have to be adhered
to by the machine. Therefore, it is important to measure
available parameters during manufacturing like motor load,
fixture pressure and spindle load (e.g. in CNC mills). Finished
machined dimensions can either be measured by touch probes
or via visual means with 3D laser scanning [23]. These values
are measured by sensors built into the machine and are simple,
low to medium dimensional numerical data.

3) Object Tracking: In factories, workpieces move between
different machines along an assembly line for the different
production steps. The pieces are tagged with RFID chips
to enable tracking between machining stations and factory
locations as well as monitor the states and identities of the
objects [24]. The acquired data is of complex nature, it
includes different data types like a location of some sort, a
state or state identifier and identity information.

B. Logistics
Ensuring the timely delivery of material and workpieces is

an essential part of management in Industry 4.0. Therefore,
logistics is another important data source. Material has to be
transported to and from machines and finished products have
to be transferred to and from storage and to the end user. Like
with production object tracking, RFID tags as well as GPS and
GMS based systems can be used ([25], [26]). Data gathered by
this system contains position and location as well as numerical
data in a time-series manner.

C. Communication
A critical aspect of modern Industry 4.0 inspired factories is

the connectedness of every part, from machines to small IOT
sensors. All the network communication between these entities
can be considered another data source. This communication
and sensor network has to be secured against outside attacks,
for it is the backbone of the factory. The data transferred over
the network can be considered connection and package data,
containing continuous numerical and categorical attributes,
like the packet size, duration, different kinds of flags and
protocol type and thus is of medium to high dimensionality.

IV. ALGORITHMS

In the scope of this paper, three algorithms are reviewed,
one using a probabilistic, the second neuronal network and the
third a graph based approach. In the category of probabilistic
novelty detection, the 2 Stage Novelty Detection and Reaction
(2SNDR) algorithm presented by Gruhl et al. in [27] is dis-
cussed. For neuronal networks, the novelty detection algorithm
proposed by Hawkins et al. in [28] using Replicator Neural
Networks (RNN) is reviewed. As a third algorithm a Link-
based Outlier and Anomaly Detection in Evolving Data Sets
(LOADED) proposed by Ghoting et al. in [29] is presented.

A. 2SNDR
Gruhl et al. introduced 2SNDR as an extension of existing

classifiers or Gaussian Mixture Models adding novelty detec-
tion and model adaption techniques [27]. 2SNDR has three
stages. First, suspicious data points are identified, then in the
second stage, novel processes are identified and in the third
stage, the model is adapted to include new processes.

1) Algorithm: Figure 1 shows the process of novelty detec-
tion and model adaption in different steps as described below.
The figure is taken from [27]. Initially, a model is trained with
VI on the underlying data (1a, 1b).

a) First stage - suspicious sample detection: Suspicious
samples are identified by their distance to the mean of the
nearest Gaussian. This is done by exploiting the fact that the
squared Mahalanobis distances between samples and the mean
of Gaussians is χ2

D-distributed and thus, the Mahalanobis
distance can be defined with the quantile function F−1

χ2
D

of the
χ2
D distribution as ρ = F−1

χ2
D
(α). The parameter α can now

specify how close a sample has to be to a Gaussian center to
count as a normal non-suspicious sample. Samples that have a
greater Mahalanobis distance from the centers of all Gaussians
than samples in the α-region are classified as suspicious (1c).

b) Second stage - novel process detection: Now, that
outliers are detected, the algorithm evaluates if the samples
belong to a novel, previously unseen process. Therefore all
suspicious samples are cached in a circular buffer of size b̃ and
compared to each other. If the distance between two samples
is smaller than a predefined distance ε, these points are added
to a cluster, similar to the DBSCAN algorithm. If a cluster
reaches a threshold of minPts points, it counts as a novel
process.

c) Model adaption: If a novel process is detected, the
underlying model has to be adapted. The first step of adaption
is to isolate the samples belonging tho the new process (1d)
and preforming a VI training so the samples are represented
by another GMM (1e). Then, the main GMM and the new
GMM are merged together by fusing their respective hyperpa-
rameters. Non-overlapping parts are simply added to the main
model and overlapping components are fused if their pairwise
divergence is greater then 0.5. Finally, the hyper-distribution
of the mixing-coefficients have to be adjusted to still form a
distribution in the final GMM. After the fusing is performed,
the corresponding samples are removed from the ring-buffer
and the new model is used from there on out (1f).



(a) Initial training set with sam-
ples from two different classes,
green circle ◦ and blue cross
+. The density model is trained
with VI and extended to a clas-
sifier.

(b) Resulting initial GMM with
two components after VI train-
ing. The black line is the com-
bination of the decision bound-
ary and the α-regions. Samples
that appear in the outer (cyan
colored) region are identified
as suspicious.

(c) Situation after the observa-
tion of potentially novel sam-
ples. Different symbols repre-
sent samples of the same clus-
ter, while blue triangles 4 are
samples not yet assigned to a
cluster.

(d) After the appearance of
some more suspicious samples,
the cluster in the lower center
reached a certain size and is
considered to be a novel pro-
cess. Its samples are isolated
and used to train a parametric
model with VI.

(e) After the VI training con-
verges, the novel process is
represented by a GMM which
consists of a single component.
The newly acquired knowledge
will be fused with the initial
model shown in (b).

(f) Updated GMM and classi-
fier after the novel process is
integrated. The updated deci-
sion regions are shown as well.
The red component and region
corresponds to the novel pro-
cess.

Fig. 1: Illustration of the proposed technique. In the training set
only samples of two processes are present. In the operational
phase a third process emerges and starts to generate samples.
After enough potentially novel samples are observed, the
model and the classifier are updated [27].

2) Properties: Because this algorithm is based on GMMs,
it is trained in an unsupervised manner, which means that no

labels are required for it to function. Furthermore, the use of
VI permits prior knowledge about the data to be included in the
training process and thus the usage of already collected data.
Uniformly distributed noise in the input data does not affect
the approach, because the novel process detection mechanism
needs a dense grouping of samples. Despite using GMMs
which need time for fitting, 2SNDR is designed to work in an
online mode, which makes this approach suitable for continu-
ous operating systems with low to medium dimensional data.
On the other hand, probabilistic models require good, dense
training data to perform well. Their performance decreases
with small, higher dimensional data-sets, because the samples
are more spread out in the hyperspace.

B. RNN Outlier Detection

Replicator Neural Network Outlier Detection was first pro-
posed by Hawkins et al. in [28].

RNNs are multi-layer perceptron neural networks and a
variant of usual regression models. They are designed with
three hidden layers and the same number of output neurons
as input neurons, with the middle layer having fewer neurons
than output and input. Figure 2 depicts a fully connected RNN
with three neurons in the middle layer.

Fig. 2: A schematic view of a fully connected Replicator
Neural Network. [28]

RNNs are designed to reproduce the input vectors at the
output layer with minimal reconstruction error. As activation
function, the Sigmoid function is used for the outer layers.
The activation function at the middle layer is specifically
designed to create a staircase shape to quantise the continu-
ously distributed data points into discrete bins to achieve data
compression.

1) Algorithm: To enable the RNN to detect outliers, the
notion of outlyingness is used. Therefore, an Outlier Factor
(OF) of is defined as

OFi =
1

n

n∑
j=1

(xij − oij) (1)

the average reconstruction error over all features, with i being
the ith sample and n being the number of features. If a sample



is over a given threshold, it is considered an outlier. If it is
smaller than the threshold, it is considered normal. The neural
network is trained on existing data samples using an adaptive
learning rate.

2) Properties: Because of the nature of neural networks,
this approach is best applicable for data-sets with low to
medium dimensionality. They suffer form the curse of dimen-
sionality and training becomes increasingly hard, time- and
resource-intensive. Moreover, the performance of the network
increases with the training time, which is often not available in
an online fashion. Another downside of this approach is that it
is not very usable for mixed-attribute data-sets. For categorical
data, networks have to be trained per category to circumvent
the drawback that only non-categorical data can be used for
training, which increases the time and memory requirements
as well as loosing information about the dependencies between
the categorical and continuous attributes.

C. LOADED

Distance and density based algorithms are often used for
anomaly detection, but they have major drawbacks in that they
can’t normally cope with mixed-attribute data. Therefore, the
graph-based algorithm LOADED is proposed by Ghoting et
al. [29], which takes the dependencies between categorical and
non-categorical attributes into account.

1) Algorithm:
a) Categorical attribute space: For this algorithm to

detect outliers, the notion of similarity has to be defined in
the categorical attribute space. A data points in categorical
attribute space is comprised of a number of N attribute-value
pairs. Two points are linked, if they have at least one attribute-
value pair in common, with the link-strength being the number
of shared pairs.

An outlier in categorical attribute space is then defined as
a point that has either very few links to other points, or has a
very low link-strength. Therefore, a scoring function is defined
which grants a score inversely proportional to the sum of the
strengths of all links, meaning that a point with no links gets
the highest score and a point with many links to others will
have a low score.

b) Mixed attribute space: For the mixed attribute space, a
correlation matrix filled with Pearson correlation coefficients is
incrementally maintained. A data point is considered linked to
another point in the mixed attribute space, if they are linked in
the categorical attribute space and if the continuous attributes
comply with the corresponding covariance as listed in the
correlation matrix. If a sample violates at least one of these
properties, it is considered to be outliers.

2) Properties: As intended by the authors, LOADED is
capable of dealing not only with numerical data but also with
mixed type data-sets. But the approach suffers from the curse
of dimensionality. The memory and calculation requirements
increase rapidly with higher dimensional data. On the other
hand, the algorithm is designed to detect outliers in one pass,
which makes it suitable for applications with time constraints.

V. EVALUATION

With an overview over the data sources and types of data-
sets produced in an Industry 4.0 environment and three differ-
ent novelty detection algorithms discussed, the potential appli-
cability of these algorithms can be evaluated. For each data-
source, an application case for the novelty detection algorithm
can be specified. The machine health data can be used for
machine health monitoring and production parameter data can
be used to detect problems and faults during the manufacturing
process. The data collected during the tracking of objects
can be used for localization anomaly detection to improve
production efficiency and lower costs. Logistics data can be
used in logistics quality management and communication data
can be used to detect faulty sensors or possible intrusions in
the network. The results of the evaluation is shown in Table I,
where a check-mark is present, if the algorithm is considered
suitable for a given application in this Industry 4.0 setting.

A. Machine health monitoring and production fault detection

Machine health monitoring and production fault detection
requires the algorithm to perform online in a time sensitive
way to detect potential damage to the machine and possible
faults in the production parameters quickly. The data in these
data-sets contain no labels, but older, already saved data may
be available to assist the algorithm. 2SNDR is a good candi-
date for these applications, because it is built to perform in an
online fashion. The algorithm operates in an unsupervised way,
therefore, no labels have to be provided. Also, the VI training
process can utilize the old data to gain more knowledge about
the processes. RNNOD works well with low dimensional data
and also needs no a priori knowledge, but the training of the
neural net needs more time that may not be available in these
settings. LOADED also works in low dimensional data-sets
and is designed to work in an online fashion because it can
detect outliers in one pass. On the other hand, this algorithm
is best suited for mixed type data-sets and therefore not the
perfect candidate for these applications.

B. Localization anomaly detection

The data-set of this application is a medium dimensional
data-set comprised of complex, mixed-type data. To be able
to react to possible anomalies in the object tracking data,
the algorithm probably has to work in an online fashion,
but the data could also be processed offline. 2SNDR has
the advantage of performing in an online mode, but is not
very good in working with mixed-type data. RNNOD has the
same problem as 2SNDR and cannot handle continuous and
categorical data at once very well. LOADED on the other hand
is built specifically for such data-sets and is the pest candidate
for this application because the algorithm can also work in an
online fashion.

C. Logistics quality management

For this data-set, containing location data, distance based
approaches would probably be best suited, but all three pre-
sented algorithms can be used for this application. For logistics



Data source Data type Application Algorithm
2SNDR RNNOD LOADED

Machine Health Low / medium dimensional, numeric time series Machine health monitoring 3
Production Parameters Low / medium dimensional numeric Fault detection in production 3
Object Tracking Medium dimensional, mixed-type Localization anomaly detection 3
Logistics Low dimensional, numerical, location Logistics quality management 3 3 3

Communication Medium to high dimensional, streaming, mixed-type Sensor failure detection 3 3
Intrusion detection 3 3 3

TABLE I: This table shows the evaluation results of the different novelty detection algorithms theoretically applied to Industry
4.0 applications arising from observed data-sources.

quality management, the data is processed offline after it is
collected and therefore RNNOD can also be used because the
algorithm has no constraints in time and memory. 2SNDR
can also be used if the location data is numerical. Like with
machine health and monitoring, LOADED is not the best
choice because of its focus on mixed-type data, but it can
also be used with only continuous numerical data.

D. Sensor failure detection

Sensor failure detection is a complex problem because data
produced by a faulty sensor can look like more noise (which is
already present plentiful enough) in the communication data.
It is critical to detect broken sensors as quickly as possible
to ensure that other parts of the factory don’t get damaged
because of it. 2SNDR has the advantage that it can handle
uniformly distributed noise very well which is beneficial in
this application to distinguish between real noise and a faulty
sensor. This approach is also capable of performing under
tight time and resource constraints. RNNOD again has the
problem of requiring time to train the neural network, which
makes it unsuitable for time and mission critical applications.
LOADED also can function well under time constraints, but
needs more memory because of the covariance matrix in this
medium to high dimensional data set. Because of the online
operation capabilities and because the data is of a mixed-type,
this algorithm is a viable candidate for this application.

E. Intrusion detection

Network intrusion detection is well documented field in
novelty detection and all of the described algorithms can
handle this task. The authors of the respective papers that
introduced these algorithms, all tested their approach on the
KDD 1999 cup data-set with good performance [27]–[29].
However, LOADED has still the benefit of making use of the
mixed-type data-set, which the two other algorithms can only
do to an extent. 2SNDR also has the advantage over RNNOD
to be designed to work in an online manner, with RNNOD,
again, needing more time to train the neural network on the
medium to high dimensional data-set.

VI. CONCLUSION AND OUTLOOK

This paper discussed different novelty detection algorithms
and their application in certain domains of Industry 4.0.
Different data-sources emerging from processes in Industry
4.0 inspired factories and theoretically applied three novelty
detection algorithms are analyzed and their potential eligibility

was assessed. As we have seen, no single novelty detection
method is the best for all tasks. Different data-sets require
different concepts as well as different situations require dif-
ferent properties. It was assessed, that the probabilistic 2SNDR
algorithm can be applied to machine health monitoring, fault
detection in production, logistics quality management as well
as sensor failure detection and intrusion detection. The neural
network based RNNOD can be used for logistic quality man-
agement and intrusion detection and the graph based LOADED
approach can be used for localization anomaly detection and
intrusion detection because of its capability to handle mixed-
type data-sets. The covered data-sources presented in this
paper are by no means complete and a lot of research has
to be done in the field of novelty detection in Industry 4.0.

For future work, this paper could be extended to describe
more state-of-the-art novelty detection algorithms and cate-
gories. Also, more data-sources and applications in an Industry
4.0 setting could be described to form a comprehensive
taxonomy for novelty detection in Industry 4.0. The results
of this paper could be tested on real data-sets to confirm or
refute the findings of this paper.

All in all, the area of intelligent systems, especially seen
from the perspective of Organic Computing is a very interest-
ing topic and great innovation and improvements will be made
in the next decades.
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