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#### Abstract

In this work, we discuss a method to derive Dirac equation and other equations, such as the Cauchy-Riemann equations, from a general system of linear first order partial differential equations, with the hope that when studied more thoroughly the general system may provide deeper insights into geometrical and topological structures of quantum particles and fields.


Even though Dirac highly influential relativistic wave equation, which brought together Einstein special theory of relativity and quantum mechanics, has played a significant role in the development of quantum physics, the way in which the equation was derived seems unusual, except for the suggestive relativistic relationship between the energy and the momentum of a particle. In this work we will discuss a method to derive Dirac equation and other first order equations in physics from a general system of linear first order partial differential equations. For example, if $\psi$ is the concentration of a fluid flowing at a constant rate $c$ along the positive direction $x$ then $\psi$ satisfies the first order transport equation

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+c \frac{\partial \psi}{\partial x}=0 \tag{1}
\end{equation*}
$$

In this case it is seen that the concentration $\psi$ is a function of $(x-c t)$ only and the substance is transported at a constant speed $c$. The Cauchy-Riemann equations with two real-valued functions $\psi_{1}$ and $\psi_{2}$ of two real variables $x$ and $y$ are given [1]

$$
\begin{align*}
& \frac{\partial \psi_{1}}{\partial x}-\frac{\partial \psi_{2}}{\partial y}=0  \tag{2}\\
& \frac{\partial \psi_{1}}{\partial y}+\frac{\partial \psi_{2}}{\partial x}=0 \tag{3}
\end{align*}
$$

In the Cauchy-Riemann equations, the function $\psi_{1}$ can be interpreted as the velocity potential of an incompressible steady fluid flow and the function $\psi_{2}$ is the stream function of $\psi_{1}$. From Equations (2) and (3) it is shown that the velocity potential $\psi_{1}$ satisfies Laplace equation $\nabla^{2} \psi_{1}=0$. On the other hand, we have shown in our previous works that different forms of physical interactions that follow Laplace equation can also be derived from the massless Dirac equation [2]. Dirac equation is written out in full form in terms of the components of the wavefunction $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)^{T}$ as [3]
$i \frac{\partial \psi_{1}}{\partial t}+i \frac{\partial \psi_{4}}{\partial x}+\frac{\partial \psi_{4}}{\partial y}+i \frac{\partial \psi_{3}}{\partial z}=m \psi_{1}$
$i \frac{\partial \psi_{2}}{\partial t}+i \frac{\partial \psi_{3}}{\partial x}-\frac{\partial \psi_{3}}{\partial y}-i \frac{\partial \psi_{4}}{\partial z}=m \psi_{2}$
$-i \frac{\partial \psi_{3}}{\partial t}-i \frac{\partial \psi_{2}}{\partial x}-\frac{\partial \psi_{2}}{\partial y}-i \frac{\partial \psi_{1}}{\partial z}=m \psi_{3}$
$-i \frac{\partial \psi_{4}}{\partial t}-i \frac{\partial \psi_{1}}{\partial x}+\frac{\partial \psi_{1}}{\partial y}+i \frac{\partial \psi_{2}}{\partial z}=m \psi_{4}$
Now, it is observed that the above-mentioned systems of linear first order partial differential equations can be considered as particular cases of a general system of linear first order partial differential equation written as follows [4]
$\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}^{r} \frac{\partial \psi_{i}}{\partial x_{j}}=k \sum_{l=1}^{n} b_{l}^{r} \psi_{l}, \quad r=1,2, \ldots, n$
The system of equations given in Equation (8) can be rewritten in a matrix form as

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}\right) \psi=k \sigma \psi \tag{9}
\end{equation*}
$$

where $\psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{n}\right)^{T}, \partial \psi / \partial x_{i}=\left(\partial \psi_{1} / \partial x_{i}, \partial \psi_{2} / \partial x_{i}, \ldots, \partial \psi_{n} / \partial x_{i}\right)^{T}, A_{i}$ and $\sigma$ are matrices representing the coefficients $a_{i j}^{k}$ and $b_{l}^{r}$, and $k$ is an undetermined constant. Now if we apply the operator defined by $\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}$ on the left of Equation (9) then we have

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}\right)\left(\sum_{j=1}^{n} A_{j} \frac{\partial}{\partial x_{j}}\right) \psi=\left(\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}\right)(k \sigma \psi) \tag{10}
\end{equation*}
$$

If we assume further that the coefficients $a_{i j}^{k}$ and $b_{l}^{r}$ are constants and $A_{i} \sigma=\sigma A_{i}$, then Equation (10) can be rewritten in the following form
$\left(\sum_{i=1}^{n}{A_{i}}^{2} \frac{\partial^{2}}{\partial x_{i}^{2}}+\sum_{i=1}^{n} \sum_{j>i}^{n}\left(A_{i} A_{j}+A_{j} A_{i}\right) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\right) \psi=k^{2} \sigma^{2} \psi$
In the following we will show that, depending on the dimension of space under consideration, Equation (11) can be reduced to different forms that can be applied to different physical problems and the requirement imposed for the reduction will specify the form of the corresponding system of linear first order partial differential equations. For simplicity we will also assume $\sigma$ to be a unit matrix.

1. For $n=1$

In this case we have
$\frac{d \psi}{d x}=k \psi$
$\frac{d^{2} \psi}{d x^{2}}-k^{2} \psi=0$
If $k=i \omega$, then Equation (13) describes a harmonic motion.
2. For $n=2$

The matrices $A_{i}$ can be written in a general form as
$A_{i}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$
If the matrices $A_{i}$ satisfy the condition ${A_{i}}^{2}=1$, then, as shown in the appendix, they can take the following forms
$\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) \quad\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \quad\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right)$
It can be checked that all matrices given in Equation (15) satisfy the following relations
$A_{i}{ }^{2}=1$
$A_{i} A_{j}+A_{j} A_{i}=0 \quad$ for $\quad i \neq j$
Therefore all components of the function $\psi=\left(\psi_{1}, \psi_{2}\right)^{T}$ satisfy the equation
$\nabla^{2} \psi_{i}=k^{2} \psi_{i} \quad$ for $\quad i=1,2$
If we choose
$A_{1}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) \quad A_{2}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$
then we obtain the following system

$$
\begin{align*}
& \frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{2}}{\partial x_{2}}=k \psi_{1}  \tag{20}\\
& -\frac{\partial \psi_{2}}{\partial x_{1}}+\frac{\partial \psi_{1}}{\partial x_{2}}=k \psi_{2} \tag{21}
\end{align*}
$$

If $k=0$, then Equations (20) and (21) reduce to a system similar to the Cauchy-Riemann equations.

If we choose
$A_{1}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) \quad A_{2}=\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right)$
then we obtain
$\frac{\partial \psi_{1}}{\partial x_{1}}-i \frac{\partial \psi_{2}}{\partial x_{2}}=k \psi_{1}$
$-\frac{\partial \psi_{2}}{\partial x_{1}}+i \frac{\partial \psi_{1}}{\partial x_{2}}=k \psi_{2}$
If we choose
$A_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \quad A_{2}=\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right)$
then we obtain
$\frac{\partial \psi_{2}}{\partial x_{1}}-i \frac{\partial \psi_{2}}{\partial x_{2}}=k \psi_{1}$
$\frac{\partial \psi_{1}}{\partial x_{1}}+i \frac{\partial \psi_{1}}{\partial x_{2}}=k \psi_{2}$
3. For $n=3$

The matrices $A_{i}$ can be written in a general form as
$A_{i}=\left(\begin{array}{lll}a & b & c \\ d & e & f \\ g & h & k\end{array}\right)$
If the matrices $A_{i}$ satisfy the condition $A_{i}{ }^{2}=1$ and if we choose to have $A_{i}$ of the form
$A_{i}=\left(\begin{array}{ccc}a & 0 & 0 \\ 0 & e & 0 \\ 0 & 0 & k\end{array}\right)$
then, as shown in the appendix, we obtain
$A_{i}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right),\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1\end{array}\right), \quad\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1\end{array}\right), \quad\left(\begin{array}{ccc}-1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$
If we choose to have $A_{i}$ of the form
$A_{i}=\left(\begin{array}{lll}0 & 0 & c \\ 0 & e & 0 \\ g & 0 & 0\end{array}\right)$
then we obtain
$A_{i}=\left(\begin{array}{lll}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right), \quad\left(\begin{array}{ccc}0 & 0 & i \\ 0 & 1 & 0 \\ -i & 0 & 0\end{array}\right), \quad\left(\begin{array}{ccc}0 & 0 & -i \\ 0 & 1 & 0 \\ i & 0 & 0\end{array}\right)$
For the case of $n=3$, all matrices given in Equations (30) and (32) satisfy the following relations $A_{i}{ }^{2}=1$, but they do not always satisfy either the relations $A_{i} A_{j}-A_{j} A_{i}=0$ or the relations $A_{i} A_{j}+A_{j} A_{i}=0$ for all $i \neq j$. For example, if we choose the matrices $A_{i}$ to be of the following
$A_{1}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right) \quad A_{2}=\left(\begin{array}{ccc}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right) \quad A_{3}=\left(\begin{array}{ccc}0 & 0 & i \\ 0 & 1 & 0 \\ -i & 0 & 0\end{array}\right)$
then the corresponding system of linear first order differential equations is found as
$\frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{3}}{\partial x_{2}}+i \frac{\partial \psi_{3}}{\partial x_{3}}=k \psi_{1}$
$\frac{\partial \psi_{2}}{\partial x_{1}}+\frac{\partial \psi_{2}}{\partial x_{2}}+\frac{\partial \psi_{2}}{\partial x_{3}}=k \psi_{2}$
$\frac{\partial \psi_{3}}{\partial x_{1}}+\frac{\partial \psi_{1}}{\partial x_{2}}-i \frac{\partial \psi_{1}}{\partial x_{3}}=k \psi_{3}$
Whether the system of linear first order partial differential equations given in Equations (3436) and their corresponding second order partial differential equations can be realised and applied to physical situations required further investigations. However, as shown below, the particular case of $n=4$ can be applied to Dirac equation in both pseudo-Euclidean and Euclidean metrics to describe the dynamics of quantum particles and fields.
4. For $n=4$

The matrices $A_{i}$ can be written in a general form as

$$
A_{i}=\left(\begin{array}{cccc}
a & b & c & d  \tag{37}\\
e & f & g & h \\
k & l & m & n \\
p & q & r & s
\end{array}\right)
$$

As shown in the appendix, the requirement $A_{i} A_{j}+A_{j} A_{i}=0$ for $i \neq j$ with either the condition $A_{i}{ }^{2}=1$ or the condition $A_{i}{ }^{2}=-1$ can be satisfied by various matrices for the case of $n=4$. In particular, if we select in those matrices the following forms of the matrices $A_{i}$ with the conditions $A_{1}{ }^{2}=1$ or $A_{i}{ }^{2}=-1$ for $i=2,3,4$ then Dirac equation can be obtained from the general system of linear first order partial differential equations given in Equation (9)
$A_{1}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right), \quad A_{2}=\left(\begin{array}{cccc}0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0\end{array}\right)$
$A_{3}=\left(\begin{array}{cccc}0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & i & 0 & 0 \\ -i & 0 & 0 & 0\end{array}\right), \quad A_{4}=\left(\begin{array}{cccc}0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right)$
The corresponding second order partial differential equations for the components of the function $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)^{T}$ found from Equation (11) are
$\frac{\partial^{2} \psi_{\mu}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{\mu}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{\mu}}{\partial x_{3}^{2}}-\frac{\partial^{2} \psi_{\mu}}{\partial x_{4}^{2}}=k^{2} \psi_{\mu} \quad$ for $\quad \mu=1,2,3,4$
Equation (39) has the form of the Klein-Gordon equation if we set $\left(x_{\mu}=t, x, y, z\right)$ as spacetime coordinates and $k=i m$. However, in general, in order to select a suitable set of the matrices $A_{i}$ we would need a suggestive relationship between physical objects, such as the relativistic relationship between the energy and the momentum of a particle for the Dirac equation. For example, for the Euclidean relativistic relationship between the energy and the momentum of a particle given by the relation $E^{2}=-p^{2}+m^{2}$, the suitable set of the matrices $A_{i}$ is selected as [5]

$$
\begin{align*}
A_{1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), & A_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \\
A_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right), & A_{4}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right) \tag{40}
\end{align*}
$$

In this case the corresponding second order partial differential equations for the components of the function $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)^{T}$ found from Equation (11) are
$\frac{\partial^{2} \psi_{\mu}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{\mu}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{\mu}}{\partial x_{3}^{2}}+\frac{\partial^{2} \psi_{\mu}}{\partial x_{4}^{2}}=k^{2} \psi_{\mu} \quad$ for $\quad \mu=1,2,3,4$
Finally, it is noted that we can also extend our discussions for spaces with dimensions $n>4$, in particular, for the case of $n=6$ in which we discuss possible spacetime dynamics of quantum particles in terms of isometric embedding in the six-dimensional Euclidean continuum [6,7].

## Appendix

For the case of $n=2$, the matrices $A_{i}$ are written in the general form as
$A_{i}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$
From the requirement $A_{i}{ }^{2}=1$, we arrive at the following system of equations for the unknown quantities $a, b, c$ and $d$
$a^{2}+b c=1$
$b(a+d)=0$
$c(a+d)=0$
$d^{2}+b c=1$
From the simultaneous equations given in Equations (2-5), we obtain the following forms for the matrices $A_{i}$
$\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) \quad\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \quad\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right)$
It can be checked that all matrices given in Equation (6) satisfy the following relations
$A_{i}{ }^{2}=1$
$A_{i} A_{j}+A_{j} A_{i}=0 \quad$ for $\quad i \neq j$

For the case of $n=3$, the matrices $A_{i}$ are written in the general form as
$A_{i}=\left(\begin{array}{lll}a & b & c \\ d & e & f \\ g & h & k\end{array}\right)$
From the requirement $A_{i}{ }^{2}=1$, we arrive at the following system of equations for the unknown quantities $a, b, c, d, e, f, g, h, k$
$a^{2}+b d+c g=1$
$e^{2}+b d+f h=1$
$k^{2}+c g+f h$
$a b+b e+c h=0$
$a c+b f+c k=0$
$a d+d e+f g=0$
$c d+e f+f k=0$
$a g+d h+g k=0$
$b g+e h+h k=0$
If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{ccc}a & 0 & 0 \\ 0 & e & 0 \\ 0 & 0 & k\end{array}\right)$
then we obtain the following forms for the matrices $A_{i}$
$A_{i}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right),\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1\end{array}\right), \quad\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1\end{array}\right), \quad\left(\begin{array}{ccc}-1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$
If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{lll}0 & 0 & c \\ 0 & e & 0 \\ g & 0 & 0\end{array}\right)$
then we obtain the following forms for the matrices $A_{i}$
$A_{i}=\left(\begin{array}{lll}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right), \quad\left(\begin{array}{ccc}0 & 0 & i \\ 0 & 1 & 0 \\ -i & 0 & 0\end{array}\right), \quad\left(\begin{array}{ccc}0 & 0 & i \\ 0 & -1 & 0 \\ i & 0 & 0\end{array}\right), \quad\left(\begin{array}{ccc}0 & 0 & -i \\ 0 & 1 & 0 \\ i & 0 & 0\end{array}\right)$
It can be checked that all matrices given in Equations (20) and (22) satisfy the following relations $A_{i}{ }^{2}=1$ but they do not always satisfy either the relations $A_{i} A_{j}-A_{j} A_{i}=0$ or the relations $A_{i} A_{j}+A_{j} A_{i}=0$ for $i \neq j$.

For the case of $n=4$, the matrices $A_{i}$ are written in the general form as
$A_{i}=\left(\begin{array}{llcc}a & b & c & d \\ e & f & g & h \\ k & l & m & n \\ p & q & r & s\end{array}\right)$
From the requirement $A_{i}{ }^{2}=1$, we arrive at the following system of equations for the unknown quantities $a, b, c, d, e, f, g, h, k, l, m, n, p, q, r, s$

$$
\begin{align*}
& a^{2}+b e+c k+d p=1  \tag{24}\\
& f^{2}+b e+g l+h q=1  \tag{25}\\
& m^{2}+c k+g l+n r=1 \tag{26}
\end{align*}
$$

$$
\begin{align*}
& s^{2}+d p+h q+n r=1  \tag{27}\\
& a b+b f+c l+d q=0  \tag{28}\\
& a c+b g+c m+d r=0  \tag{29}\\
& a d+b h+c n+d s=0  \tag{30}\\
& a e+e f+g k+h p=0  \tag{31}\\
& c e+f g+g m+h r=0  \tag{32}\\
& d e+f h+g n+h s=0  \tag{33}\\
& a k+e l+k m+p n=0  \tag{34}\\
& b k+f l+l m+n q=0  \tag{35}\\
& d k+h l+m n+n s=0  \tag{36}\\
& a p+e q+k r+p s=0  \tag{37}\\
& b p+f q+l r+q s=0  \tag{38}\\
& c p+g q+m r+r s=0 \tag{39}
\end{align*}
$$

If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{cccc}a & 0 & 0 & 0 \\ 0 & f & 0 & 0 \\ 0 & 0 & m & 0 \\ 0 & 0 & 0 & s\end{array}\right)$
then from the conditions given in Equations (24-39) we obtain the following forms for the matrices $A_{i}$
$\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right) \quad\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right)\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
$\left(\begin{array}{cccc}-1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right)\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right)\left(\begin{array}{cccc}-1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right)$
If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{llll}0 & 0 & 0 & d \\ 0 & 0 & g & 0 \\ 0 & l & 0 & 0 \\ p & 0 & 0 & 0\end{array}\right)$
then from the conditions given in Equations (24-39) we obtain the following forms for the matrices $A_{i}$

$$
\begin{align*}
& \left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \\
& \left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) \tag{43}
\end{align*}
$$

If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{cccc}0 & 0 & c & 0 \\ 0 & 0 & 0 & h \\ k & 0 & 0 & 0 \\ 0 & q & 0 & 0\end{array}\right)$
then from the conditions given in Equations (24-39) we obtain the following forms for the matrices $A_{i}$
$\left(\begin{array}{llll}0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right) \quad\left(\begin{array}{cccc}0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0\end{array}\right)$
On the other hand, from the requirement $A_{i}{ }^{2}=-1$ and if we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{cccc}a & 0 & 0 & 0 \\ 0 & f & 0 & 0 \\ 0 & 0 & m & 0 \\ 0 & 0 & 0 & s\end{array}\right)$
then we obtain the following forms for the matrices $A_{i}$

$$
\left.\begin{array}{l}
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) i\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) i\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) i\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 \\
0 & -1 & 0 \\
0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) i
\end{array}\right) i
$$

If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{llll}0 & 0 & 0 & d \\ 0 & 0 & g & 0 \\ 0 & l & 0 & 0 \\ p & 0 & 0 & 0\end{array}\right)$
then we obtain the following forms for the matrices $A_{i}$

$$
\begin{align*}
& \left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) i \quad\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right) i \quad\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) i \quad\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) i \\
& \left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right) i\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) i\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) i\left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right) i \tag{49}
\end{align*}
$$

If we assume the matrices $A_{i}$ to be of the form
$A_{i}=\left(\begin{array}{cccc}0 & 0 & c & 0 \\ 0 & 0 & 0 & h \\ k & 0 & 0 & 0 \\ 0 & q & 0 & 0\end{array}\right)$
then we obtain the following forms for the matrices $A_{i}$

$$
\left(\begin{array}{cccc}
0 & 0 & 1 & 0  \tag{51}\\
0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$
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