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Technical Note 

Abstract 

In this research Technical Note the author has presented a novel method to find all Possible Clusters 

given a set of M points in N Space. 

Theory 

Definition of a Connectivity Based Cluster 

We define a Cluster as follows: 

A Cluster is a collection of Points (or objects) wherein they are scattered (their property is 
distributed) in such a fashion that, for a specified distance (measured in appropriate Metric of 
concern using appropriate Norm of concern) every point of this cluster has at least one neighbouring 
point also belonging to this cluster and located within a specified interval of distance. 

 

Proximity Matrix 

Given M number of points MtoiRx N

i 1,  , each belonging to 
NR , we find the Proximity 

Matrix P  for each ( M  number of) point with each of all other ( M  Number of points) points, 

inclusive of itself. The Proximity can be found using Euclidean distance or using the concept stated 

in [1].  
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We now note that the aforementioned Proximity Matrix is a Symmetric Matrix with all its diagonal 

elements equal to zero. Therefore, there are 
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 number of Proximity values. We now order 

these in an ascending order. Let these be 
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We now define Proximity Contrast Ratio and Proximity Full Contrast Ratio. 

Proximity Contrast Ratio 

We define the Proximity Contrast Ratio as  
 
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mlP

qpP
,

,

,

,  with only those values of 

  0, qpP and   0, mlP with Mtomlqp 1,,,  . Furthermore, lp  and mq 

simultaneously. That is, simply put    mlPqpP ,,  . 

 

Proximity Full Contrast Ratio 

We now define the Proximity Full Contrast Ratio 
  
  jiPMax

jiPMin

Max

Min
,

,
 with only those values of

  0, jiP . Also, Mtoji 1,  .  

 

Clustering Analysis 

 

We now find all the Clusters based on connectivity definition of a Cluster wherein the connectivity 

distance is given by the following distances.  
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And so on so forth till we are exhausted with the given points in the act of clustering. 

Similarly, we repeat the above analysis using each of  
 mlP

qpP

,

,  in place of 
Max

Min . In this fashion, we 

find all Possible Clusters.  
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