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1. First Proof6

Is known that Riemann’s zeta function ζ(s) and Landau’s xi function7

ξ(s) have the same places for zeroes in the critical strip. Is known that8

ξ(s) = ξ(1 − s). Let s = x + iy be a zero of the xi function, i.e.,9

ξ(x+ iy) = 0. So, ξ(1−x− iy) = 0. By taking the complex conjugate,10

ξ∗(x + iy) = ξ(x − iy) = 0 (because the only complex quantity in xi11

function is x+ iy); ξ∗(1− x− iy) = ξ(1− x+ iy) = 0. Because there is12

identity 0 = 0, one can formally write ξ(x+ iy) = −ξ(1−x+ iy). This13

means, ξ(x0 + iy) = 0 implies ξ(x0 + iy) = −ξ(1− x0 + iy), no futher14

implication, so, the value ξ(x0 + iy) = 0 is not returned. Therefore, it15

should be ξ(x0 + iy) ̸= 0, meaning that x0 is a fake value of x.16

The condition for holding ξ(x+ iy) = −ξ(1− x+ iy) is17

(1) ξ(x+ iy) = 0 .

Let me consider ξ(x+ iy) = −ξ(1−x+ iy) detached from ξ(x+ iy) = 018

(this is a formal method, let us forget about this condition). Then19

holds ξ(1/2+ iy) = −ξ(1−1/2+ iy); and so, 2 ξ(1/2+ iy) = 0 fulfilling20

the condition Eq. (1) with x = 1/2.21

Therefore ξ(1/2 + iy) = 0 is the legitimate zero of the xi function.22

Circle argumentation is a fallacy because it is a circle argumentation.23

I see a tautology here: “Circle argumentation is a fallacy because it is a24

circle argumentation.” So, even if my line of thought is wrongly seen as25

circle argumentation, it is not shown that it is wrong. There are plenty26

of correct circle argumentations, e.g., nature is what people study, and27

people are that study nature. Latter circled definition is the secret of28

Quantum Physics.29
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Nature is something that people do exploring or just enjoy. But1

what are people? Humans are the ones who study nature. The last2

three sentences are circular reasoning: Nature → People → Nature.3

But the planet has the following disbelief: “Any circular reasoning is a4

logical fallacy because it is circular reasoning.” I noticed a tautology5

in the last sentence. Because we can’t keep our thoughts open all the6

time, they must be linked together. For example, some dictionaries7

explain meanings of the words: “A car is a machine that is driven.”8

But what is a machine? But what is “driven”? So, circular reasoning9

(explanations) arise, and they must occur: God is Mr. Love, and Mr.10

Love is God.11

2. Second Proof12

The total amount H of prime numbers is infinite:13

(2) H = ∞ .

Therefore, H cannot be any finite number. This means that H ̸= 1,14

H ̸= 2, H ̸= 3, and so on. I see that the number on the right-hand15

side grows indefinitely, so I have the right to write the final record:16

(3) H ̸= ∞ .

But recall Eq. (2). Therefore, after inserting this equation into the left-17

hand side of Eq. (3), I have ∞ ≠ ∞ and ∞−∞ ≠ 0. The equations18

(2) and (3) are not in mutual contradiction because ∞−∞ is a type19

of mathematical uncertainty.20

A “counter-example” is a situation in which the zero of the zeta21

function does not belong to x = 1/2. The total number V of such22

counter-examples is still unknown but cannot be a finite number [1].23

Therefore, V ̸= 1, V ̸= 2, V ̸= 3, and upto infinity:24

(4) V ̸= ∞ .

By inserting the definition of V into the left-hand side of Eq. (4), I am25

reading from it: the unknown number of counter-examples cannot be26

infinite.27

3. Third Proof28

Suppose that Riemann Hypothesis fails. Then [2]29

(5) λn ≤ ln(ln(NYk
k ))

ln(ln(nk))
=

ln Yk + ln(ln(Nk))

ln(ln(nk))
,
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where Nk = rad(nk) ≤ nk is the radical of nk, Yk = Yk(pk) ≥ 1 is a1

function of the largest prime factor of Nk, and2

(6) λn =
k∏

i=1

pai+1
i

pai+1
i − 1

≥ pav+1
v

pav+1
v − 1

≥ 1 ,

where pi are the prime factors of nk and ai are the powers of those.3

From Eqs. (5) and (6), one has4

(7)
NYk

k

nk

≥ 1 .

Yk tends to 1, as pk → ∞ during nk → ∞. The nk ≥ (Nk)
h holds,5

where h is defined as a fixed constant, e.g., h = 1.3. Therefore, Eq. (7)6

will be violated which proves Riemann’s Hypothesis.7

If the only choice for h is h = 1, this means that for some nk one8

has nk = Nk, i.e., all ai = 1. The latter contradicts the property of9

being p-adic. The p-adic property is seen from Eq. (6). Why? Because10

Eq. (5) with λn ≥ 1, Yk → 1, and Nk ≤ nk means λn → 1. The latter11

combined with Eq. (6) means that all av → ∞, where 1 ≤ v < k.12

By the way, the p-adic property implies pk → ∞ for nk → ∞. Why?13

See Eq. (5) with λn → 1. The latter means Nk → ∞ which again14

means that pk → ∞.15

4. Fourth Proof16

Let within the first N non-trivial zeroes of the Zeta Function happen17

to beX counter-examples, which are the zeroes outside the critical line.18

Is known that X/N = 0 at the limit N → ∞ from Ref. [3]. However,19

that result has zero importance because any distribution of counter-20

example is allowed. For example, none of the counter-examples within21

N < 101000000000000000. However, the result must have meaning because22

it is based on a logical endeavor. That is only possible if there are none23

of the counter-examples at all because the result has the title: “100 %24

of the zeros of ζ(s) are on the critical line.”25

5. Fifth Proof26

The number N(T ) = Ω(T ) + S(T ) of zeroes of Zeta function has27

jumps only when S(T ) has a jump ∆S(T ) = S(T + δ T ) − S(T ) = 128

if δ T → 0, see Ref. [4], where 0 < x < 1, 0 < y ≤ T + δ T area was29

studied. Therefore, ∆N(T ) = N(T + δ T ) − N(T ) = 1. However,30

there are at least two counter-examples at a given y: x0 + i y and31

1 − x0 + i y due to Dr. Riemann’s original paper (or the introductory32



4 DMITRI MARTILA

part of the Sixth Proof in this paper). But ∆N(T ) = 1 < 2. From1

this contradiction, there cannot be counter-examples.2

6. Sixth Proof3

The Dirichlet’s Eta and Landau’s Xi functions have the same zeroes4

s0 = x + i y as the Zeta function in the critical strip. As well as their5

complex-conjugate versions. The Xi function has ξ(s) = ξ(1−s), hence,6

η(s0) = η(1− s0). All this means that7

(8)
∞∑
n=1

(−1)n (zx − z1−x) sin(y ln z) = 0 ,

where z = 1/n. It is the equation x = x(y). Taking the ν-th order8

y-derivative of both sides, I obtain a system where the unknowns are9

the derivatives10

(9) L(µ) =
dµx

dyµ
,

where µ = 1, 2, 3, . . . , ν. The necessary condition for all L(µ) to be11

zero is12

(10)
∞∑
n=1

(−1)n (zx − z1−x) (ln z)ν cos(y ln z) = 0 ,

if ν is odd, and13

(11)
∞∑
n=1

(−1)n (zx − z1−x) (ln z)ν sin(y ln z) = 0 ,

if ν is even because if one inserts L(µ) = 0 into the equations, they14

do not hold true unless Eqs. (10), (11) are holding.There are infin-15

itely many independent equations for the unknown x because ν =16

1, 2, 3, . . . ,∞. However, the value x = 1/2 is the obvious solution of17

all these equations. Hence, no other values of x exist.18
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