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We will consider all policies of the agent and will prove that one of them is the best performing 

policy. While that policy is not computable, computable policies do exist in its proximity. We 

will define AI as a computable policy which is sufficiently proximal to the best performing 

policy. Before we can define the agent’s best performing policy, we need a language for 

description of the world. We will also use this language to develop a program which satisfies the 

AI definition. The program will first understand the world by describing it in the selected 

language. The program will then use the description in order to predict the future and select the 

best possible move. While this program is extremely inefficient and practically unusable, it can 

be improved by refining both the language for description of the world and the algorithm used to 

predict the future. This can yield a program which is both efficient and consistent with the AI 

definition. 

1. Introduction 
Once, I was talking to a colleague and he told me: ‘Although we may create AI someday, it will 

be a grossly inefficient program as we will need an infinitely fast computer to run it’. My answer 

was: ‘You just give me this inefficient program which is AI, and I will improve it so that it 

becomes a true AI which can run on a real-world computer’. 

 

Today, in this paper I will deliver the kind of program I asked my colleague to give me at that 

time. I will set out an inefficient program which satisfies the AI definition. I will go further and 

suggest some ideas and guidance on how this inefficient program can be improved to become a 

real program which runs in real time. My hope is that some readers of this paper will succeed to 

do this and deliver the AI we are looking for. 

 

How inefficient is the program described here? In theory, there are only two types of programs – 

ones which halt and ones which run forever. In practice however, some programs will halt 

somewhere in the future, but they are so inefficient that we can consider them as programs which 

run forever. This is the case with the program described here — formally it halts, but its 

inefficiency makes it unusable (unless the computer is infinitely fast or the world is extremely 

simple). 

 

What is the definition of AI? We will define AI as a policy. An agent who follows this policy 

will cope sufficiently well. This is true for any world, provided however that there are not any 

fatal errors in that world. If a fatal error is possible in a given world, the agent may not perform 

well in that particular world, but his average performance over all possible worlds will still be 

sufficiently good. 

 

Which worlds we will consider as possible? The world’s policies are continuum many. If we do 

not have any clues as to what the world should be, then we cannot have a clue about what the 

expected success of the agent should look like. We will assume that the world can be described 

and such description is as simple as possible (this assumption is known as Occam’s razor). In 
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other words, we will choose a language for description of worlds and will limit our efforts only to 

the worlds described by that language. The worlds whose description is simpler (shorter) will be 

preferred (will carry more weight). 

 

This paper will consider several languages for description of the world. The first language will 

describe deterministic worlds. This language will describe the world by means of a computable 

function, which will take the state of the world and the action of the agent as input and return the 

new state of the world and the next observation as output. If we know the initial state of the world 

and agent’s actions, this function will give us the life of the agent in that world. 

 

The second language will describe non-deterministic worlds – again by a computable function, 

but with one additional argument. This argument will be randomness. In this case, we will need 

to know one more thing in order to obtain the agent’s life in that world. We will need to know 

what that randomness has been. 

 

We will define AI by these two languages and will make the assumption that these two 

definitions are identical. We will make even the assumption that the AI definition does not 

depend on our choice of language for description of worlds, and all languages produce the same 

definition of AI. 

 

On the basis of these two languages we will make two programs which satisfy the AI definition. 

These two programs will calculate approximately the same policy, but their efficiency would be 

dramatically different. Therefore, the choice of language for description of the world will not 

affect the AI definition, but will have a strong impact on the efficiency of the AI obtained 

through the chosen language. 

 

Contributions 

This paper improves the AI definition initially provided by Hernández-Orallo et al. in 1998 

(Orallo, 1998) and then substantially improved by Marcus Hutter in 2000 (Hutter, 2000). More 

precisely, this paper introduces two improvements: 

1. An AI definition which does not depend on the length of life. Papers (Orallo 1998 and 

Hutter 2000) do provide an AI definition, however, the assumption there is that the length of life 

is limited by a constant and this constant is a parameter of the definition. 

2. An AI definition which does not depend on the language for description of the world. The 

language in (Orallo 1998 and Hutter 2000) is fixed. Thus, these papers imply that there is only 

one possible way to describe the world. 

2. Related work 

2.1 General Intelligence 
Let us first note that the meaning which we imply in artificial intelligence in this paper is 

artificial general intelligence. Other authors have discussed two types of AI which they describe 

as narrow and general (sometimes as weak and strong). I believe that a more appropriate pair of 

terms for the two types of AI is false and real AI. 

Let us illustrate this statement using the example of diamonds. Both intelligence and 

diamonds are classified in two categories – natural and artificial. Artificial diamonds are further 

divided in two subcategories – real (consisting of carbon) and false (made of glass). Today, when 

we say artificial diamonds we mean ones made of carbon. Now let us image that we are living in 
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the 19th century when nobody was yet able to make artificial diamonds from carbon. What people 

in the 19th century meant by artificial diamonds were diamonds made of glass – shiny pieces that 

look like diamonds but in fact are not. Today we call these glass pieces false diamonds. 

A real artificial diamond is every bit as good as a natural diamond. In terms of hardness 

and transparency these two diamonds are equal. However, they differ in price because an 

artificial diamond is much cheaper than a natural one although it may be superior in terms of size 

and purity. 

The same applies to artificial intelligence. Artificial general intelligence is by all measures 

as good as natural intelligence, and can even be better in terms of speed, memory and 

“smartness”. Certainly, the price of artificial intelligence will be much lower than that of natural 

intelligence. Today, in the 21st century, natural intelligence is even priceless because you cannot 

buy it. 

Regarding narrow artificial intelligence, it looks like intelligence, but it is not. When we 

come to have artificial general intelligence one day, narrow AI programs will be called false 

artificial intelligence or intelligence-mimicking programs. 

Nowadays most papers dedicated to AI actually mean some narrow or false AI. In this 

paper by AI we will mean general or real AI. 

2.2 The Intuitive Definition 
Now let us proceed with an overview of the papers dedicated to the definition of artificial 

intelligence. This definition is very important and actually drills down to the most important 

question about AI. Nonetheless, these papers a very few because most researchers never bother 

themselves with the question “What is AI?” – there are just a few researchers who do. The reason 

is that our colleagues simply do not believe in AI. If you do not believe in ghosts you do not ask 

yourself “What is actually a ghost?”. Recently I attended a lecture given by one of the leading 

experts in the area of AI (Solar-Lezama, 2023). He said “No matter how smart AI is, there will 

always be some human who is smarter than it”. Evidently, this colleague of ours does not believe 

in AI and cannot imagine that one day AI will be smarter than any human. 

Although the papers dedicated to the AI definition are not so many, there are still some of 

them. Very good overviews of these papers can be seen in Wang 2019 and in the works of 

Hernández-Orallo (2012, 2014a, 2014b, 2014c, 2017). Here we will offer a shorter overview in 

which we will try to say things that have not been said in the mentioned overview papers. 

The first intuitive (informal) definition of AI was provided by Alan Turing and is known 

as the Turing Test (Turing, 1950). That definition is perfect in its simplicity. Nonetheless, there is 

a significant problem with it. What the Turing Test defines is trained intellect (i.e. intelligence 

plus education). We would like have a definition of untrained intellect (i.e. pure intelligence 

without education). To my knowledge, the first definition of pure intelligence was provided by 

Pei Wang in 1995 (Wang, 1995). It reads as follows: 

Intelligence is the capacity of an information-processing system to adapt to its 

environment while operating with insufficient knowledge and resources. 

Subsequently, Pei Wang’s definition was improved in 2000. That improvement was 

published in Dobrev (2000). Today, it is the first result listed by Google on the topic of AI 

Definition. The first result returned by Google in response to a query for Definition of Artificial 

Intelligence is the paper of Dobrev (2005a), which is an improved version of Dobrev (2000). 

Here is the improved version of Pei Wang’s definition: 

AI will be such a program which in an arbitrary world will cope not worse than a human. 

What is the gist of the improvement? First, what Pei Wang has defined is intelligence, 

while the improved version defines artificial intelligence. That improvement is not significant, 

because the real question is “What is intelligence?”. The fact that AI is a program is a direct 
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corollary from Church thesis (Church, 1941) which says that any information system can be 

emulated by a computer program. 

Here is the significant aspect of the improvement of Pei Wang’s definition: While Wang 

wants the intelligence to be able to cope in a concrete world (in its environment), according to the 

improved version the intelligence must be able to cope in an arbitrary world. What makes this 

improvement significant? In the end of the day, for us it is important that AI is able to cope well 

in its own environment, because this is the important environment we are interested in. However, 

AI should not be dependent on the environment because we wish to be able to deploy it in 

various environments (worlds) such that each deployment is successful regardless of the 

environment. Although we can perfectly say that the real world is what matters to us, this world 

is not fixed. The place and time of birth make a big difference. If either of these parameters were 

to change, we would find ourselves in a very different world. Obviously, Pei Wang was clearly 

mindful that there is not just one world, which is why he added to his definition the phrase while 

operating with insufficient knowledge and resources. I.e. Pei Wang wants AI to be able to cope in 

difficult circumstances as well, implying that if it succeeds when it is difficult it will also succeed 

when it is easy. Of course, things are difficult for those who are uneducated and poor. It would be 

much easier when one is equipped with knowledge and resources. 

Another improvement of Pei Wang’s definition relates to the fact that his definition does 

not say how well AI should cope. Wang implies that AI will either cope or fail, but we know that 

some cope better than others. That is, how well AI can cope, and therefore its level of 

intelligence, is important. The improved version of the definition says that AI should cope not 

worse than a human. Although benchmarking to a human makes the definition informal, it is still 

important because we should identify the level of intelligence which is sufficient for us to accept 

that a given program covers the necessary level of intelligence to be recognized as AI. 

2.3 One Discussion 
A very serious discussion around Pei Wang’s definition has been made in Journal of 

Artificial General Intelligence, Volume 11 (2020): Issue 2 (February 2020), Special Issue “On 

Defining Artificial Intelligence” – Commentaries and Author’s Response. 

В тази дискусия Shane Legg отбелязва, че дефиницията на ИИ не е задължителна 

(Legg, 2020). Той казва, че икономистите нямат точна дефиниция на понятието 

„икономика“, но това не им пречи да развиват своята наука. Не можем да се съгласим с 

това твърдение. Икономистите изучават нещо съществуващо, а ние се опитваме да 

създадем нещо, което още не съществува. Затова ние трябва да си отговорим на въпроса 

„Какво е ИИ?“, защото в противен случай никога няма да разберем дали сме намерили 

това, което търсим. 

Richard Sutton в (Sutton, 2020) обръща внимание на дефиницията на John McCarthy: 

Intelligence is the computational part of the ability to achieve goals in the world. 

Може да се каже, че дефиницията на McCarthy повтаря дефиницията на Wang, но с 

други думи. Може да приемем, че „adapt to its environment“ е синоним на „achieve goals in 

the world“. При всички случаи трябва да кажем кога една програма се справя по-добре от 

друга. Не е важно дали това справяне ще го наречем адаптиране или постигане на цели. 

Все пак в разсъжденията на Sutton има нещо, с което по никакъв начин не можем да 

се съгласим. Sutton слага знак за на равенство между умението да се реши една определена 

задача и умението да се реши произволна задача. Примерите за конкретни задачи, които 

той дава са thermostat и chess-playing program. Програмите, които решават конкретни 

задачи не са интелигентни. Интелигентността е способността да се реши произволна 

задача. Същият проблем срещаме и при John Laird (Laird, 2020). Той твърди, че системите 
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Chinook, Deep Blue, и Watson са интелигентни, а те не са, защото това са програми 

решаващи една конкретна задача, а не всяка задача. 

Roger Schank казва, че компютрите не могат да бъдат интелигентни (Schank, 2020). 

Напълно сме съгласни с него. ИИ е програма. Дори и най-мощния и бърз компютър ще е 

глупав, ако го пуснем да изпълнява глупава програма. Също така Schank казва: „AI is now 

just about counting.“ Действително днес в нашата област има известно залитане по 

свръхмощните изчисления, но тези изчисления вече изглеждат интелигентни и им е нужно 

още съвсем малко, за да станат действително интелигентни. 

Francois Chollet казва, че дефиницията трябва да измерва „degree of intelligence“ 

(Chollet, 2020). Съгласни сме с това. По-горе казахме, че трябва да има различни нива на 

интелигентност. 

Joscha Bach отбелязва, че в дефиницията на Wang ИИ зависи от средата, в която е 

поставен (Bach , 2020). Действително и ние отбелязахме, че трябва да се справи във всяка 

среда. 

Tomas Mikolov и Roman Yampolskiy правят забележката, че ние разглеждаме ИИ 

като отделно същество, а не като нещо създадено от човека, което трябва да служи на 

човека (Mikolov, 2020) и (Yampolskiy , 2020). От една страна ще се съгласим с тях, но от 

друга ще кажем, че не трябва да разглеждаме всичко като производно на човека. Чували 

сме природозащитници да казват „Ние избиваме много животински видове, а в тялото на 

някое от тези същества може да се съдържа безценно лекарство, което да излекува много 

хора“. Ще кажем на тези природозащитници, че живите същества имат право на собствен 

живот и смисъла на тяхното съществуване не е да удовлетворяват нашите нужди. Същото 

се отнася и до ИИ. Това е понятие, което съществува независимо от човека. Дали ИИ ще 

ни бъде полезен и ще работи за нас или ние ще работим за него, това е нещо, което зависи 

от това как ще го направим и дали няма да го изпуснем от нашия контрол. 

Alan Winfield ни обръща внимание, че има различни видове интелигентност 

(Winfield, 2020). Това е така. Наблюдаваме при хората, че различните хора се справят 

различно с различните задачи. Например има много добри математици, които са доста 

неумели в общуването в обществото. Winfield говори за социална интелигентност. За тази 

интелигентност е много важно в модела на света да се включат повече агенти. Тоест 

преминаването от едноагентен към многоагентен модел на света е съществено за 

социалната интелигентност. Този въпрос е разгледан в настоящата статия, където ще 

разглеждаме език за описание на света с много агенти. Peter Stone също казва, че има 

различни видове интелигентност (Stone, 2020). Той дори настоява за различните типове 

интелигентност да има различни дефиниции. Тук не можем да се съгласим с него. 

Например имаме различни видове автомобили. Имаме спортни и товарни автомобили, но 

това не пречи да има обща дефиниция за автомобил. 

John Fox предлага да стесним множеството на възможните светове и да се 

съсредоточим в областта на медицината (Fox, 2020). От една страна той е прав, че тази 

област е достатъчно сложна и ако създадем програма, която се справя в тази област, то 

тази програма вероятно би се справила в произволна област. От друга страна областта на 

медицината е толкова сложна, че съсредоточаването в тази област няма да облекчи 

задачата, а по-скоро ще я затрудни. 

Raul Rojas ни казва, че дефиницията на ИИ е като хоризонта и че когато се 

доближаваме до нея, тя се отдалечава (Rojas, 2020). Много неща в миналото сме приемали 

за ИИ, но днес вече не мислим така, защото това са задачи, които компютърът вече решава 

и при това ги решава по-добре от човека. Действително, това е така при дефиницията на 

тесния ИИ. Що се отнася до дефиницията на общия ИИ, то тя не бяга и не се мести. Ra´ ul 

Rojas ни казва, че естественият и изкуственият интелект няма да се слеят (converge). 



6 

 

Напълно сме съгласни с него. Изкуственият интелект ще догони естествения в малкото 

области, където все още не може да го достигне. Резултатът ще е интелект, който 

значително превъзхожда естествения във всички области. Тоест няма да се получи 

доближаване а силно разминаване. 

Gianluca Baldassarre и Giovanni Granato предлагат да копираме човешкия мозък 

(Baldassarre, 2020). Действително биониката е основен метод в инженерните дисциплини, 

но този метод не трябва да се надценява. Например авиоинженерите изучават птиците, но 

съвременните самолети не приличат на птици и летят по-бързо и по-високо от тях. Може 

да се използват някои общи принципи, но никой съвременен самолет не маха с крила. 

Aaron Sloman повдига няколко интересни философски въпроса (Sloman, 2020). 

Например той задава въпроса дали ИИ ще има чувства. Действително интелигентността на 

човека се основава на чувства. Мотивацията на човека също минава през чувства. Човекът 

няма ясно дефинирана цел на своето съществование. Можем да прием, че целта на човка е 

оцеляване и възпроизводство, но тези цели не са вградени в естествения интелект и 

човекът не осъзнава, че това е целта му. Вместо вградена цел човекът има инстинкти, 

които водят към чувства, които индиректно го водят до желание за оцеляване и 

възпроизводство. Например страхът от височина е инстинкт, който води до страх, който 

помага за оцеляването. Подобно е и със сексуалното желание и любовта. 

Когато конструираме ИИ дали е добре да използваме чувства, за да дефинираме 

неговите цели? Когато ИИ играе шах, той се стреми към победа. Можем да кажем, че 

победата е удоволствие за него. Дали да добавим още страх, завист, любов и други 

чувства. Истината е, че когато един човек е много емоционален, с него трудно се живее. 

Може би е разумно, когато конструираме ИИ, да не го правим прекалено емоционален. 

Peter Lindes ни обръща внимание на това, че термина ИИ се използва в два смисъла 

(Lindes,2020). Първият това е съществото ИИ, а вторият това е науката ИИ. Тук ние 

говорим само за първия смисъл на термина. 

Peter Lindes повдига още един интересен въпрос. Той добавя към ИИ още едно 

препятствие. Искаме ИИ да може да се справи дори когато е необразован и беден, но 

Lindes добавя към това да имаме още ограничение в паметта и компютърната мощ. 

Изглежда сякаш добавяме изискването ИИ да е глупав, което вече е прекалено. Всъщност 

изискването за ограничение на паметта и компютърната мощ не означава ИИ да е глупав. 

ИИ е програма и тази програма може да бъде изпълнена на най-различни компютърни 

конфигурации. Може да бъде изпълнена на конфигурация с повече памет и по-голямо 

бързодействие. По-умна ще е тази програма, която би тръгнала и на по-прост компютър. 

Тоест добавянето на това допълнително изискване въобще не е лишено от логика. 

Istvan Berkeley ни обръща внимание, че днес фразата ИИ се използва за 

маркетингови цели и всеки търговец ни убеждава, че това което продава има в себе си 

вграден ИИ (Berkeley, 2020). Според Berkeley има много програми, които са ИИ, но не 

отговарят на дефиницията на Wang. Всъщност тези програми действително не са ИИ и не 

трябва да се наричат ИИ, нищо че търговците така ги наричат. 

Marek Rosa отбелязва, че не можем да пуснем ИИ да живее в произволен свят, 

защото този свят ще е прекалено сложен и той няма как да се справи в него (Rosa, 2020). 

Задачите, които ще решава ИИ трябва да идват в подходящата последователност и първо 

да дойдат по-леките задачи и чак когато простите задачи са решени да дойдат и по-

трудните задачи. Човекът живее в свят с учител, който му поднася задачите в правилната 

последователност. Допълнително учителят помага като показва как се решават задачите. В 

дефиницията на Wang нищо не се казва за учителя, но се предполага, че това може да е 

една допълнителна екстра, която може да съществува и ИИ трябва да е готов да се 

възползва от тази допълнителна екстра, когато я има. 
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Matthew Crosby и Henry Shevlin обръщат внимание на това, че ние не живеем сами, 

а в общество (Crosby, 2020). Те отбелязват, че гениалният композитор ще умре от глад, ако 

не са другите агенти, за да го нахранят. Действително, когато разглеждаме произволен 

свят, приемаме, че светът е многоагентен (в общия случай). В настоящата статия ние 

разглеждаме език, който описва многоагентни светове и в тези светове основна способност 

на ИИ е да може да общува и да се разбере с останалите агенти. 

Kristinn Thorisson казва, че интелигентността се основава на измислянето на 

невидимите неща (Thorisson, 2020). В настоящата статия ние стъпваме на същата идея. 

Търсим език за описание на света. Това, което описва този език, е скритото състояние на 

света. Тоест да опишем скритото състояние означава да измислим света или да си го 

представим. 

William Rapaport задава въпроса дали интелигентността е изчислима (Rapaport, 

2020). Всъщност това е въпросът, който разделя вярващите в съществуването на ИИ от 

неверниците. Ние сме от вярващите и затова за нас интелигентността е изчислима. 

Това са нашите кратки забележки към авторите, които са взели участие в 

дискусията. Трябва да поздравим организаторите на тази дискусия, защото са събрали 

много изтъкнати учени в областта, които са дали много смислени и интересни мнения по 

въпроса за това коя трябва да е дефиницията на ИИ. 

Подробен отговор на въпросите повдигнати в дискусията е даден в Wang (2020). 

2.4 Natural Intelligence 
When we talk about natural intelligence we mean human intelligence. Certainly, animals 

also possess intelligence and in certain parameters they even surpass human intelligence. The 

long-term memory of elephants is better than that of humans. Experiments have shown that the 

short-term visual memory of monkeys is much better than that of humans. 

 

Human intelligence is distinguished by reasoning. There two types of reasoning: logical, 

which is multi-step reasoning, and recognition – associative reasoning, which is single-step. 

When it comes to recognition, computers have already surpassed humans. Owing to neuronal 

networks computers already recognize faces and voices much better than us, humans. Logical 

reasoning is the last area in which we, humans, are still ahead of computers. 

 

Are animals capable of logical (multi-step) reasoning? Indeed, my grandfather, who was a 

biologist, conducted already in his time an experiment in which he taught hens to count (Dobrev, 

1993). This means that animals are capable of logical (multi-step) reasoning and this has been 

known since long ago. 

 

2.5 Logical Reasoning 
What does it take for computers to become capable of multi-step (logical) reasoning? 

There must be a hidden state, i.e. there is a need for transition from full observability to partial 

observability. In multi-step reasoning, what changes at each step is the internal state of the world. 

Could we change the observation instead of the internal state? Basically yes, but with full 

observability we see too much and will need to separate some part of the observation and keep 

changing it in the logical reasoning process. It would be more natural to present the separated part 

of the observation as a hidden state of the world. 

 

Logical reasoning requires “understanding”. We must be able to understand “what is 

going on”. This means that we must describe the hidden state of the world. For this purpose, we 
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need some language for description of worlds. We can picture the hidden states of the world as 

elements of some countable set, as natural numbers or as words over some alphabet. The meaning 

of these words would give us the language for description of worlds. 

 

Today the performance of chatbots such as ChatGPT (OpenAI, 2022) is amazing. 

Nevertheless, when we talk to them we get the feeling that they lack understanding. We are left 

with the unpleasant impression that we are talking to a parrot. Certainly, a chat with ChatGPT is 

incomparably more elaborate than talking to a parrot, but there is still room for improvement. 

 

Moreover, in these chabots there is a degree of deception. For example, as per Yahav 

(2023), ChatGPT consists of two parts – a neural network and algorithms written by 

programmers. A neuronal network is incapable of multi-step reasoning, but ChatGPT misleads us 

to believe that it does multi-step reasoning owing to the added algorithms written by 

programmers. For example, the addition of two numbers takes multi-step reasoning and that 

operation is executed by the added algorithms. Why is this a deception? Because ChatGPT 

should be using only neural networks, or, if it does use additional programs, it should be able to 

create these programs itself rather than rely on the help of programmers. The issue here is not that 

the chatbot resorts to programmers. The issue is that each problem requires a separate patch and 

that it is not possible to write all patches that cover all problems. 

 

A humanoid robot by the name Sophia was presented in 2015 (Retto, 2017). That robot 

also involved some deception. On one side, Sophia was misleading by its outer appearance, and 

on other side it had a remote control function. Although Sophia willingly talked to journalists, it 

was not clear at which moment it talked from its embedded AI and at which moment it relied on a 

human operator. 

 

All AI definitions known to us consider AI as device with a memory (i.e. with an internal 

state), while the known implementations are based on neuronal networks and assume that AI does 

not need any memory (full observability). In other words, there is incoherence between 

definitions and implementations. 

 

With regard to the internal state of AI we should note that what matters is the internal 

state of the world, while the internal state of AI only reflects the state of the world. Thus, the 

internal state of AI is actually AI’s “perception” of the internal state of the world. Each change of 

the internal state of AI must be induced by the world. For example, if our AI “gets angry”, that 

would be a change of its internal state, however, that change should be induced by the world. Our 

AI should not get angry without a reason. We wish to create AI which does not change its 

internal state causelessly, but only in response to information received from the world. More 

precisely, a new piece of information may not necessarily come directly from the world, but with 

a delay after a period of reflection. 

 

2.6 The Formal Definition 
The first formal definitions of AI were published in Hernández-Orallo (1998) and Hutter 

(2000). The definition in Orallo (1998) has many imperfections which were noted in Dobrev 

(2019b). Given these imperfections, we can assume that the first formal AI definition was 

provided by Marcus Hutter. 
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We only have one minor remark to Marcus Hutter’s definition. Hutter defines AI as the 

best policy (he called it AIXI or AIξ). This is not good at least because AIξ is an uncomputable 

policy. It would be more appropriate to say that AI is a computable policy which is “near” the 

best one. We may even have to include an efficiency requirement because a program which is 

excessively inefficient is actually futile. 

 

Hutter did propose a computable policy (AIXItl) in Hutter (2007). This is a concrete 

algorithm which cannot be a definition of AI, either. Even if the AIXItl algorithm were 

recognized as AI, it would not be the only algorithm which satisfies the AI definition. Any other 

algorithm which calculates the same policy would be AI as well, especially if it works more 

efficiently (faster) than AIXItl. Moreover, the policy of AI need not necessarily be exactly the 

same as the policy of AIXItl. It is enough for the policy to be sufficiently good. 

 

While this minor remark applies to Marcus Hutter’s definition, it does not apply to 

Dobrev (2005b and 2019b) because in that papers AI is defined as an arbitrary program the IQ of 

which exceeds a specified level. 

 

The present paper contributes to the AI definition by introducing two improvements 

which apply to all formal AI definitions known to us to date. 

 

2.7 The First Improvement 
The first improvement relates to the length of life. Hernández-Orallo (1998) and Hutter 

(2000) assume that the length of life is limited. The same assumption was made in Dobrev 

(2005b and 2019b). However, many considerations suggest that it is desirable to avoid this 

assumption. Indeed, the lifespan of natural intelligence is limited, but this has nothing to do with 

intelligence itself. The lifespan of AI also may be limited, because eventually we will decide to 

shut it down. However, AI does not know when we are going to do this and should function 

steadily until the very last moment without bothering about the time at which shutdown will 

occur. Even if we assume that the length of life is limited by some constant m, this constant 

would be so big that we should better equate it to infinity. 

 

If we assume that the length of life is limited, then AI would be a finite function. Why is it 

important to make a transition from finite to infinite functions? Because things become a lot more 

interesting when we face infinity. For example, all finite functions are computable. If we need 

uncomputable functions, we must embrace infinity. While all finite functions can be described, 

the infinite functions are continuum many and only a countable part of them can be described. 

Infinity makes things more interesting as well as more simple. This is why we perceive the 

computer as a Turing machine (as an infinite function) although in reality a computer is a finite-

state machine. Things become far more simple if we imagine that the computer has unlimited 

memory and computes infinite functions. Similarly, our understanding of AI will benefit a lot if 

we simply assume that its lifespan is unlimited.  

 

Obviously, Hernández-Orallo are Marcus Hutter share our wish to avoid limiting the 

length of life, because both Hutter (2006) and Hernández-Orallo (2011) offer an improved 

version of the definition in which the upper bound is removed. This has been achieved by 

introducing a discount factor γ. 
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The discount factor γ determines the notion of greed. This notion tells us whether our AI 

will aim for a quick win or would rather pursue success over a longer time frame. When γ tends 

to 0 greed goes up and when γ tends to 1 greed goes down. 

 

It can be said that when a discount factor is used, the entire life is used for the calculation 

of successfulness, but this is not quite true. In practice, there comes a certain moment after which 

the impact of life on the success score becomes negligibly low. 

 

This is illustrated by the following formula: 

 

𝜀 > 0 𝛾 𝑚 ( | 1 −  
𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿𝑚)

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿)
 | <  𝜀 ) 

 

For each  > 0 and for each discount factor γ there exists some moment m(γ) such that the 

part of life until moment m(γ) determines main part of success, namely (1-), while the remaining 

part of success () is determined by the infinite part of life which remains after moment m(γ). 

 

In this paper we have chosen another approach which uses, in a very substantial manner, 

the entire length of life. The best performing policy in our approach uses the limit to which the 

average score tends, and always selects an action which has the maximal limit. Thus, the best 

performing policy never makes fatal errors. 

 

Note: The fact that we have selected a policy which does not make fatal errors does not 

mean that if we follow that policy we will walk the path which has the best possible average 

success. It means something else. Such a path will be available after each step, however, it is far 

from certain that in the end of the day we would have followed exactly that path. As an example I 

will provide a program which plays chess. My students and I wrote this program as a practical 

exercise. It calculated the next three moves and in this way it selected the best action. When the 

program sighted victory, it selected this action regardless of whether the victory would come after 

one, two or three moves. So the behaviour of our program became weird. Whenever the program 

saw a way to victory, rather than mating the opponent outright it kept playing cat and mouse with 

it. The program was always three moves away from victory, but it did not hurry to finish off the 

game. That weird effect disappeared as soon as we added some greed and made a victory that 

comes in one move more valuable than a victory that comes in two moves. 

 

So, if we have two actions, and none of them leads to a fatal error, which one should be 

preferred as the best performing policy? In this paper we have decided that the choice will be 

based on maximum greed (say, based on an infinitely small discount factor γ). Another approach 

would be to use a fixed greed value (0 < γ < 1). We are not fond of this approach, either, because 

even when γ is very close to 1, our AI would still be too greedy since it will remain too focused 

on how quickly success comes by. 

 

Another deficiency of the greed-based approach is that AI will tend to needlessly prolong 

the actions whenever it expects to receive a negative reward. We humans often choose this 

approach – when we anticipate something bad to happen, we aim to push it away in time as much 

as we can. Nonetheless, in some cases we prefer not to procrastinate things. For example, when 

we realize that we are going to lose a chess game we would surrender rather than keep playing to 

the end. 
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Here is an idea how to define AI which is not greedy and at the same time does not beat 

around the bush. Let us say that if two paths lead to one and the same state, we will prefer the 

path that yields more success (it is important that we compare actual rather than average success 

because the length of the two paths may be different). If the two paths yield the same success, we 

will prefer the shorter path. 

 

Thus, when AI realizes it is going to lose a chess game, it will surrender because there 

will be two possible paths that lead to the same state and the same success. In this case the 

success will be “one loss”. 

 

2.8 Additional Parameters 
Greed is one of the additional parameters of AI. We have other additional parameters such 

as courage and curiosity. These parameters do not determine straightforwardly whether the 

success will increase or decrease. There are worlds in which being more greedy is better, while in 

other worlds greed is a disadvantage. 

 

In humans, the values of these parameters are not the same across the board. There are 

situations in which courageous people survive as well as situations in which the more cautious 

ones win. If all people were the same, they would be at a risk of extinction because in a given 

situation they would all behave in the same way. Owing to the fact that people are different, they 

act in a different way and this is how part of the population always survives. 

 

There are also basic parameters, such as memory and intelligence, which 

straightforwardly increase the successfulness of AI in an arbitrary world. We might design a 

special world which penalizes those who remember more or are more intelligent, but in most 

worlds memory and intelligence make a positive difference. 

 

This is the reason why it would be better to take out the additional parameters from the 

definition. This would give us the freedom to choose the kind of AI we want to have – more 

courageous or more cautious. As regards the basic parameters, we will assume that their values 

are maximal and are only limited by the memory and the speed of the computer on which we will 

launch our AI. 

 

2.9 The Second Improvement 
The first improvement of the definition is not very significant. Far more important is the 

second improvement, namely that one of the most important parameters of the AI definition is the 

language for description of the world. 

 

Admittedly, Marcus Hutter noted in (Hutter, 2007) that the universal Turing machine is a 

parameter of the definition: 

It (slightly) depends on the choice of the universal Turing machine. 

 

Hutter however suggests that the world is described by a computable function and puts an 

equality sign between programming languages and languages for description of worlds. In fact, 

the possible descriptions of the world are diverse and are not limited just to a description of a 

computable function. 
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In this paper we will consider various descriptions of worlds. First, we will look at the 

most standard presentation of the world as a deterministic computable function. Subsequently we 

will add randomness, then we will add some agents and eventually will end up with most diverse 

languages for description of worlds. 

 

2.10 An Alternative Opinion 
In a recent open letter Elon Musk (Musk, 2023) urged us to slow down and suspend AI 

research for six months. Perhaps not all research but in any case stop those experiments that may 

lead to a technogenic disaster. Basically Musk is right, but once the ghost is let out of the flask it 

is very hard to squeeze it back in. I agree that we should be very cautious with experiments, 

especially when we do not quite know what exactly their results would be. Most importantly, 

however, we should first ask ourselves what is actually AI and how are we going to live with it 

from now on. 

2.11 Какво се случва в момента? 
Ние сме на прага на появата на истинския изкуствен интелект (AGI). Това откритие 

ще преобърне нашия живот и ще го направи същевременно много лесен и съвсем 

безсмислен. Нашият живот силно ще се промени и въобще не сме сигурни, че това ще е за 

добро. (Няма да даваме дефиниция на това какво е добро и какво е лошо!)  

Сега човечеството преживява момента, когато интелигентността на машините рязко 

скочи и хората действително се уплашиха. Става дума за скорошната поява на ChatGPT. 

Тази програма действително изумява със своята интелигентност, но това все още не е ИИ. 

Липсва още една съвсем малка крачка, за да стане ChatGPT истински ИИ. Тази липсваща 

крачно е описанието на скритото състояние. Точно тази последна крачка описваме в тази 

статия. 

Ще попитате, щом това е последната крачка, която остава в пътя към AGI, тогава 

защо бързате да я направите? Защо не изчакате известно време? 

Истината е, че появата на AGI е нещо неизбежно. Ако ние спрем и не участваме в 

процеса на създаването му, нашите колеги няма да спрат и ще го създадат. 

Някои казват, че щом появата не AGI е нещо неизбежно, тогава значи нищо не 

може да се направи. Всъщност има нещо, което ще бъде направено и това е нещо 

изключително важно. Ние сме поколението, което ще избере правилата на ИИ и това ще 

определи живота на хората за много години напред, може би завинаги. 

Веднъж създаден AGI той ще работи по правилата на създателите си и тези правила 

няма да могат да бъдат променени, защото ще има само един AGI, който ще ни управлява 

и който няма да ни позволи да създадем втори AGI. 

3. Terms of the problem 
Let the agent have n possible actions and m possible observations. Let  and  be the sets of 

actions and respectively observations. In the observations set there will be two special 

observations. These will be the observations good and bad, and they will provide rewards 1  

and -1. All other observations in  will provide reward 0. 

 

We will add another special observation – finish. The agent will never see that observation 

(finish), but we will need it when we come to define the model of the world. The model will 

predict finish when it breaks down and becomes unable to predict anything more. For us the 

finish observation will not be the end of life, but rather a leap in the unknown. We expect our AI 
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to avoid such leaps in the unknown and for this reason the reward given by the finish observation 

will be -1. 

 

Definition 1: The tree of all possibilities is an infinite tree. All vertices which sit at an even-

number depth level and are not leafs will be referred to as action vertices and those at odd-

number depth levels will be observation vertices. From each action vertex there will depart n 

arrows which correspond to the n possible actions of the agent. From each observation vertex 

there will depart m+1 arrows which correspond to the m possible observations of the agent and 

the observation finish. The arrow which corresponds to finish will lead to a leaf. All other arrows 

lead to vertices which are not leafs. 

 

Definition 2: In our terms the world will be a 3-tuple <S, s0, f>, where: 

1. S is a finite or countable set of internal states of the world; 

2. s0  S is the initial state of the world; and 

3. f: S  S is a function which takes a state and an action as input and returns an 

observation and a new state of the world. 

 

The f function cannot return observation finish (it is predicted only when f is not defined and 

there is not any next state of the world). What kind of function is f – computable, deterministic or 

total? The answer to each of these three questions can be Yes, but it can also be No. 

 

Definition 3: A deterministic policy of the agent is a function which assigns a certain action to 

each action vertex. 

 

Definition 4: A non-deterministic policy of the agent is a function which assigns one or more 

possible actions to each action vertex. 

 

When the policy assigns all possible actions at a certain vertex (moment) we will say that at that 

moment the policy does not know what to do. We will not make a distinction between an agent 

and the policy of that agent. A union of two policies will be the policy which we get when choose 

one of these two policies and execute it without changing that policy. Allowing a change of the 

chosen policy will lead to something else. 

 

Definition 5: Life in our terms will be a path in the tree of all possibilities which starts from the 

root. 

 

Each life can be presented by a sequence of actions and observations: 

a1, o1, … , at, ot, … 

 

We will not make a distinction between a finite life and a vertex in the tree of all possibilities 

because there is a one-to-one correspondence between these two things. 

 

Definition 6: The length of life will be t (the number of observations). Therefore, the length of 

life will be equal to the length of the path divided by two. 

 

Definition 7: A completed life is one which cannot be extended. In other words, it will be an 

infinite life or a life ending with the observation finish. 
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When we let an agent in a certain world, the result will be a completed life. If the agent is non-

deterministic then the result will not be unique. The same applies when the world is non-

deterministic. 

4. The grade 
Our aim is to define the agent’s best performing policy. For this purpose we need to assign some 

grade to each life. This grading will give us a linear order by which we will be able to determine 

the better life in any pair of lives. 

 

Let us first determine how to measure the success of each life L. For a finite life, we will count 

the number of times we have had the observation good, and will designate this number with 

Lgood(L). Similar designations will be assigned to the observations bad and finish. Thus, the 

success of a finite life will be: 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿) =
𝐿𝑔𝑜𝑜𝑑(𝐿) − 𝐿𝑏𝑎𝑑(𝐿) − 𝐿𝑓𝑖𝑛𝑖𝑠ℎ(𝐿)

|𝐿|
 

 

Let us put Li for the beginning of life L with a length of i. The Success(L) for infinite life L will 

be defined as the limit of Success(Li) when i tends to infinity. If this sequence is not convergent, 

we will take the arithmetic mean between the limit inferior and limit superior. 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿) =
1

2
. (lim inf 

𝑖→∞
(𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿𝑖)) + lim sup 

𝑖→∞
(𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿𝑖))) 

 

By doing this we have related each life to a number which belongs to the interval [-1, 1] and 

represents the success of this life. Why not use the success of life for the grade we are trying to 

find? This is not a good idea because if a world is free from fatal errors then the best performing 

policy will not bother about the kind of moves it makes. There would be one and only one 

maximum success and that success would always be achievable regardless of the number of 

errors made in the beginning. If there are two options which yield the same success in some 

indefinite time, we would like the best performing policy to choose the option that will yield 

success faster than the other one. Accordingly, we will define the grade of a completed life as 

follows: 

 

Definition 8: The grade of infinite life L will be a sequence which starts with the success of that 

life and continues with the rewards obtained at step i: 

 

Success(L), reward(o1), reward(o2), reward(o3), … 

 

Definition 9: The grade of finite and completed life L will be the same sequence, but in this 

sequence for i>t the members reward(oi) will be replaced with Success(L): 

 

Success(L), reward(o1), … , reward(ot), Success(L), Success(L), … 

 

(In other words, the observations that come after the end of that finite life will receive some 

expectation for a reward and that expectation will be equal to the success of that finite life.) 
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In order to compare two grades, we will take the first difference. This means that the first 

objective of the best performing policy will be the success of entire life, but its second objective 

will be to achieve a better reward as quickly as possible. 

5. The expected grade 
Definition 10: For each deterministic policy P we will determine grade(P): the grade we expect 

for the life if policy P is executed. 

 

We will determine the expected grade at each vertex v assuming that we have somehow reached v 

and will from that moment on execute policy P. The expected grade of P will be the one which 

we have related to the root. 

 

We will provide a rough description of how we relate vertices to expected grades. Then we will 

provide a detailed description of the special case in which we look for the best grade, i.e. the 

expected grade of the best performing policy. 

 

Rough description: 

1. Let v be an action vertex. 

Then the grade of v will be the grade of its direct successor which corresponds to action P(v). 

 

2. Let v be an observation vertex. 

2.1. Let there be one possible world which is a model of v. 

If we execute P in this world we will get one possible life. Then the grade of v will be the grade 

of that life. 

2.2. Let there be many possible worlds.  

Then each world will give us one possible life and the grade v will be the mean value of the 

grades of the possible lives. 

 

The next section provides a detailed description of the best performing policy. The main 

difference is that when v is an action vertex, the best performing policy always chooses the 

highest expected grade among the expected grades of all direct successors. 

6. The best performing policy 
As mentioned above, we should have some clue about what the world looks like before can have 

some expectation about the success of the agent. We will assume that the world can be described 

by some language for description of worlds. 

  

Let us take the standard language for description of worlds. In this language the world is 

described by a computable function (this is the case in Orallo, 1998 and Hutter, 2000). We will 

describe the computable function f by using a Turing machine. We will describe the initial state 

of the world as a finite word over the machine alphabet. What we get is a computable and 

deterministic world which in the general case is not a total one. 

 

Definition 11: A world of complexity k will be a world in which: 

1. The f function is described by a Turing machine with k states. 

2. The alphabet of that machine contains k+1 symbols (λ0, …, λk). 
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3. The initial state of the world is a word made of not more than k letters. The alphabet is  

{λ1, …, λk}, i.e. the alphabet of the machine without the blank symbol λ0. 

 

Here we use the same k for three different things as we do not need to have different constants. 

 

We will identify the best performing policy for the worlds of complexity k (importantly, these 

worlds are finitely many). For this purpose we will assign to each observation vertex its best 

grade (or the expected grade if the best performing policy is executed from that vertex onwards). 

 

Let us have life a1, o1, … , at, ot, at+1. 

Let this life run through the vertices v0, w1, v1, … , wt, vt, wt+1, 

where v0 is the root, vi are the action vertices and wi are the observation vertices. 

 

Now we have to find out how many models of complexity k are there for vertex vt. 

 

Definition 12: A deterministic world is a model of vt when in that world the agent would arrive at 

vt if he executes the corresponding actions (a1, … , at). The models of each action vertex are 

identical with the models of its direct successors. 

 

Definition 13: The best performing policy for the worlds of complexity k will be the one which 

always chooses the best grade (among the best grades of the direct successors). 

 

Definition 14: The best grade of vertex wt+1 is determined as follows: 

 

Case 1. Vertices vt and wt+1 do not have any model of complexity k. 

In this case the best grade for wt+1 will be undef. At this vertex the policy will not know what to 

do (across the entire subtree of vt) because the best grade for all successor vertices will be undef. 

 

If we do not want to introduce an undef grade, we can use the lowest possible grade – the 

sequence of countably many -1s. The maximal grade will be chosen among the vertices which are 

different from undef. Replacing undef with the lowest possible grade will give us the same result. 

 

Case 2. Vertices vt and wt+1 have one model of complexity k. 

Let this model be D. In this case there are continuum many paths through wt+1 such that D is 

model of all those paths. From these paths (completed lives) we will select the set of the best 

paths. The grade we are looking for is the grade of these best paths. Each of these paths is related 

to a deterministic policy of the agent. We will call them the best performing policies which pass 

through vertex wt+1. 

 

This is the procedure by which we will construct the set of best deterministic policies: Let P0 be 

the set of all policies which lead to wt+1. We take the success of each of these policies in the 

world D. We create the subset P1 of the policies which achieve the maximum success. Then we 

reduce P1 by selecting only the policies which achieve the maximum for reward(ot+2) and obtain 

subset P2. Then we repeat the procedure for each i>2. In this way we obtain the set of the best 

deterministic policies P. (The best ones of those which pass through vertex wt+1 as well as the 

best ones for the paths which pass through vertex wt+1. As regards the other paths, it does not 

matter how the policy behaves there.) 
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𝑃 = ⋂ 𝑃𝑖

∞

𝑖=0

 

 

We can think of P as one non-deterministic policy. Let us take some pP. This will give us the 

best grade: 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑝), 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑡+1), 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+2), 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+3) , … 

 

Here we drop out the members reward(oi) at it because they are uniquely defined by vt. The next 

member depends on wt+1 and D, but does not depend on p. The remaining members depend on p. 

 

Another way to express the above formula is: 

 

max
𝑝𝑃0

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑝) , 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑡+1), max
𝑝𝑃1

𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+2) , max
𝑝𝑃2

𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+3) , … 

 

Case 3. Vertices vt and wt+1 have a finite number of models of complexity k. 

Let the set of these models be M. Again, there are continuum many paths through wt+1 such that 

each of these paths has a model in M. These paths again form a tree, but while in case 2 the 

branches occurred only due to a different policy of the agent, in this case some branches may 

occur due to a different model of the world. Again, we have continuum many deterministic 

policies, but now they will correspond to subtrees (not to paths) because there can be branches 

because of the model. Again we will try to find the set of best performing deterministic policies 

and the target grade will be mean grade of those policies (the mean grade in M). 

 

We will again construct the set of policies Pi. Here P1 will be the set of policies for which the 

mean success reaches its maximum. Accordingly, P2 will be the set of policies for which the 

mean reward(ot+2) reaches its maximum and so on. This is how the resultant grade will look like: 

 

max
𝑝𝑃0

∑ 𝑞𝑚

𝑚𝑀

. 𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑚, 𝑝), ∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑡+1), max
𝑝𝑃1

∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑝,𝑡+2), … 

 

If we take some pP, the resultant grade will look like this: 

 

∑ 𝑞𝑚

𝑚𝑀

. 𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑚, 𝑝), ∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑡+1), ∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑝,𝑡+2), … 

 

Here qi are the weights of the worlds which have been normalized in order to become 

probabilities. In this case we assume that the worlds have equal weights, i.e.: 

 

𝑞𝑖 =
1

|𝑀|
 

∎ 

What we have described so far looks like an algorithm, however, rather than an algorithm, it is a 

definition because it contains uncomputable steps. The so described policy is well defined, even 
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though it is uncomputable. Now, from the best grade for complexity k, how can we obtain the 

best grade for any complexity? 

 

Definition 15: The best grade at vertex v will be the limit of the best grades at vertex v for the 

worlds of complexity k when k tends to infinity. 

 

How shall we define the limit of a sequence of grades? The number at position i will be the limit 

of the numbers at position i. When the sequence is divergent, we will take the arithmetic mean 

between the limit inferior and limit superior. 

 

Definition 16: The best performing policy will be the one which always chooses an action which 

leads to the highest grade among the best grades of the direct successors. 

 

What makes the best performing policy better than the best performing policy for worlds of 

complexity k? The first policy knows what to do at every vertex, while the latter does not have a 

clue at the majority of vertices because they do not have any model of complexity k. The first 

policy can offer a better solution than the latter policy even for the vertices at which the latter 

policy knows what to do because the first policy also considers models of complexity higher than 

k. Although at a first glance we do not use Occam’s razor (because all models have equal 

weights), in earnest we do use Occam’s razor because the simpler worlds are calculated by a 

greater number of Turing machines, meaning that they have a greater weight. 

7. The AI definition 
Definition 17: AI will be a computable policy which is sufficiently proximal to the best 

performing policy. 

 

At this point we must explain what makes a policy proximal to another policy and how proximal 

is proximal enough. We will say that two policies are proximal when the expected grades of these 

two policies are proximal. 

 

Definition 18: Let A and B be two policies and {an} and {bn} are their expected grades. Then the 

difference between A and B will be {n}, where: 

 

𝑛 = ∑ 𝛾𝑖(𝑎𝑖 − 𝑏𝑖)

𝑛

𝑖=0

=  𝑛−1 + 𝛾𝑛(𝑎𝑛 − 𝑏𝑛) 

 

Here γ is a discount factor. Let γ=0.5. We have included a discount factor because we want the 

two policies to be proximal when they behave in the same way for a long time. The later the 

difference occurs in time, the less impact it will have. 

 

When n goes up, |n| may go up or down. We have made the definition in this way because we 

want the difference to be small when the expected grade of policy A hovers around the expected 

grade of policy B. I.e., if for n-1 the higher expected grade is that of A and for n the higher 

expected grade is that of B, then in n the increase will offset the decrease and vice versa. 

 

Definition 19: We will say that |A-B|< if n |n|<. 
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8. A program which satisfies the definition 
We will describe an algorithm which represents a computable policy. Each action vertex relates 

to an uncompleted life and the algorithm will give us some action by which this life can continue. 

This algorithm will be composed of two steps: 

 

1. The algorithm will answer the question ‘What is going on?’ It will answer this question by 

finding the first k for which the uncompleted life has a model. The algorithm will also find the 

set M (the set of all models of the uncompleted life, the complexity of which is k). Unfortunately, 

this is uncomputable. To make it computable we will try to find efficient models with 

complexity k. 

 

Definition 20: An efficient model with complexity k will be a world of complexity k (definition 

11), where the Turing machine uses not more than 1000.k steps in order to make one step of the 

life (i.e. to calculate the next observation and the next internal state of the world). When the 

machine makes more than 1000.k steps, the model will return the observation finish. 

 

The number 1000 is some parameter of the algorithm, but we assume this parameter is not very 

important. If a vertex has a model with complexity k, but does not have an efficient model with 

complexity k, then n (n>k) such that the vertex has an efficient model with complexity n. 

 

2. The algorithm will answer the question ‘What should I do?’. For this purpose we will run h 

steps in the future over all models in M and over all possible actions of the agent. In other words, 

we will walk over one finite subtree and will calculate best for each vertex of the subtree (this is 

the best expected grade up to a leaf). Then we will choose an action which leads to the maximum 

by best (this is the best partial policy). 

 

Definition 21: A partial subtree of vertex vt over M with depth h will be the subtree of vt 

composed of the vertices which i) have a depth not more than 2h and ii) have a model in M. 

 

Definition 22: The grade up to a leaf of vertex vt+i to the leaf vt+j will be:  

  Case 1. If j=h, this will be the sequence: 

Success(vt+j), reward(ot+i+1), … , reward(ot+j)  

  Case 2. If j<h, then the sequence in case 1 will be extended by h-j times Success(vt+j). The 

purpose of this extension is to ensure that the length of the grade up to a leaf will always be h-

i+1. 

 

Definition 23: The best expected grade up to a leaf (this is best): 

1. Let vt+i be an action vertex. 

  1.1. If vt+i is a leaf, then best(vt+i) will be the grade up to a leaf of vt+i to the leaf vt+i. 

  1.2. If vt+i is not a leaf then: 

𝑏𝑒𝑠𝑡(𝑣𝑡+𝑖) = max
𝑎

𝑏𝑒𝑠𝑡(𝑤𝑎) 

 

 

By wa here we designate the direct successor of vt+i resulting from action a. The same applies 

accordingly to vo below. 

 

2. Let wt+i be an observation vertex. Then:  
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𝑏𝑒𝑠𝑡(𝑤𝑡+𝑖) =  ∑ 𝑝𝑜 .

𝑜′

(𝑟𝑒𝑤𝑎𝑟𝑑(𝑜) insert_at_1_in 𝑏𝑒𝑠𝑡(𝑣𝑜)) 

 

Thus, we take the best of the direct successor vo and extend it by one by inserting reward(o) at 

position 1. Here ′=   {finish} and po is the probability of the next observation being o. Let 

M(v) be the set of the models of v. Then: 

 

𝑝𝑜 =
(∑ 𝑞𝑚𝑚𝑀(𝑣𝑜) )

(∑ 𝑞𝑚𝑚𝑀(𝑤𝑡+𝑖) )
=

|𝑀(𝑣𝑜)|

|𝑀(𝑤𝑡+𝑖)|
 

 

In this formula qm are the weights of the models. The last equality is based on the assumption that 

all models have equal weights. If M(vo)=∅ then po=0 and it will not be necessary to calculate 

best(vo). 

∎ 

So far we showed how the best partial policy is calculated. Will that be the policy of our 

algorithm? The answer is No because we want to allow for some tolerance. 

 

If two policies differ only slightly in the first coordinates of their expected grades, then a minor 

increase of h is very likely to reverse the order of preferences. Therefore, for a certain policy to 

be preferred, it should be substantially better (i.e. the difference at some of the coordinates should 

be greater than ε). 

 

We will define the best partial policy with tolerance ε and that will be the policy of our algorithm. 

9. The tolerance ε 
We will modify the above algorithm by changing the best function. While the initial best function 

returns the best grade, the modified function will return the set of best grades with tolerance ε. 

 

How shall we modify the search for the maximum grade to a search for a set of grades? The 

previous search looked at the first coordinate and picked the grades with the highest value at that 

coordinate. The search then went on only within these grades to find the ones with the highest 

value of the second coordinate and so on until it settles for a single grade. The modified search 

will pick i) the grades with the highest value of the first coordinate and ii) the grades which are at 

distance ε from the maximum value. Let E0 be the initial set of grades. Let in E0 there be n 

grades, all of them with length m+1. We will construct the sequence of grade sets E0, … , Em+1 

(Ei+1 Ei) and the last set Em+1 will be the target set of best grades with tolerance ε. Let E0={G1, 

…, Gn} and Gj=gj0, … , gjm. We will also construct the target grade  (=0, …, m). The target 

set of grades Em+1 will be comprised of the grades at distance ε from . 

 

Definition 24: The target grade  and the target set Em+1 are obtained as follows: 

0 = max
𝐺𝑗𝐸0

𝑔𝑗0 

E1={ GjE0 | 0-gj0<ε } 

1 = max
𝐺𝑗𝐸1

𝑔𝑗1 
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E2={ GjE1 | (0-gj0)+ .(1-gj1)<ε } 

 

Here  is again a discount factor. Thus, we have modified the way in which the maximum is 

calculated. We also need to modify the sum of the grades.  

 

Now the individual grades will be replaced with sets of grades. We will develop all possible 

combinations and calculate the sum for each combination. The resulting set will be the set of all 

sums for all possible combinations. 

 

The only remaining thing to do now is to select the next move. We will take the sets of grades 

provided by the best function for the direct successors of vt. Then we will make the union of these 

sets and from that union we will calculate the set of best grades with tolerance ε. Finally, we will 

select one of the actions which take us to one of these best grades. 

10. Is this AI? 
Does the algorithm described above satisfy our AI definition? Before that we must say that the 

algorithm depends on the parameters h and ε. In order to reduce the number of parameters, we 

will assume that ε is a function of h. For example, this function can be ε=h-0.5. 

 

Statement 1: When the value of h is sufficiently high, the described algorithm is sufficiently 

proximal to the best performing policy. 

 

Let the best performing policy be Pbest, and the policy calculated by the above algorithm with 

parameter h be Ph. Then statement 1 can be expressed as follows: 

ε>0 n h>n ( |Pbest - Ph|<ε ) 

 

Although we cannot prove this statement, we can assume that when h tends to infinity then Ph 

tends to the best performing policy for the worlds the complexity of which is k. When t tends to 

infinity, k will reach the complexity of the world or tend to infinity. These reflections make us 

believe that the above statement is true. 

11. A world with randomness 
The first language for description of worlds which discussed here describes deterministic worlds. 

But, if the world involves some randomness, then the description obtained by using that language 

would be very inaccurate. Accordingly, we will add randomness to the language for description 

of worlds. This would improve the language and make it much more expressive. 

 

The new language will also describe the world by a computable function. However, this function 

will have one additional argument – randomness. By randomness we will mean the result from 

rolling a dice. Let the complexity of the world be k. Then the dice will have k faces and can 

accordingly return k possible results. The probabilities of occurrence of one of these results will 

be p1, … , pk. 

 

Definition 25: A model of life until moment t with complexity k will be a world with complexity 

k and randomness with a length of t. We want that life to be generated by that model and that 

randomness. The randomness will be some word R of length t. The R letters will be those from 

the Turing machine alphabet except λ0. 
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The weight of the model is the probability of occurrence of R. 

 

Definition 26: The weight of the model will be 𝑝1

𝐿𝜆1(𝑅)
.  …  . 𝑝𝑘

𝐿𝜆𝑘
(𝑅)

. 

 

We will set the probabilities p1, … , pk of the model such that the probability of occurrence of R 

becomes maximal: 

 

𝑝𝑖 =
𝐿𝜆𝑖

(𝑅)

|𝑅|
 

 

Thus, we will end up with some low-weight models where the probability of occurrence of the 

life represented by the model is very low, and some heavy-weight models in which the 

probability of occurrence is higher. 

12. A definition with randomness 
Similar to the process described above, we will define the best performing policy for the models 

the complexity of which is k. (An important element here is that these models have different 

weights.) We will develop the policy which represents the limit when k tends to infinity, and that 

will be the best performing policy. Again, AI will be defined as a computable policy which is 

sufficiently proximal to the best performing policy. 

 

Statement 2: The two AI definitions are identical. 

 

This means that the best performing policy for worlds without randomness is the same as the best 

performing policy for worlds with randomness. Before we can prove this statement, we need to 

prove that: 

 

Statement 3: If we have some word  over the alphabet {0, 1} such that the instances of 1 occur 

with a probability of p, and if we make a natural extension of this word, then the next letter will 

be 1 with probability p. 

 

What is a natural extension? Let us take the first (simplest) Turing machine which generates . 

The natural extension will be the extension generated by that Turing machine. 

 

While we cannot prove statement 3, we can offer two ideas about how to prove it: 

 

The first idea is a practical experiment. We will write a program which finds the natural 

extension of a sequence and then we will run a series of experiments. We will keep feeding into 

the program various  words where 1 occurs with probability p. Then we will check the 

extensions and will calculate the average probability for all these experiments. If the experiments 

are many and if the average probability obtained from these experiments is p, then we can assume 

that statement 3 is true. 

 

The second idea is to prove the statement by theoretical reasoning. Let us have a computable 

function f from ℕ to ℕ. Suppose we start from the number n. The resultant sequence will be 

{f i(n)}. We will convert this sequence into sequence {bi} which is made of instances of 0 and 1. 
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The number bi will be zero iff f i(n) is an even number. Let  be some beginning of {bi}. What do 

we expect the next member of {bi} to be? 

 

Case 1. Sequence {bi} is cyclic and has the form 12
*. Let  be longer than 1. Then there is 

some beginning of 2 which is part of  and for that beginning the instances of 1 occur with 

probability p. 

Case 2. Sequence {f i(n)} has a long beginning in which odd numbers occur with probability p. 

We do not have a reason to expect that the p probability will change. 

13. A program with randomness 
We will develop a program which satisfies an AI definition based on models with randomness. 

We will proceed in the similar way as above, but with some differences. 

 

We will not search for the first k for which there is a model until moment t with complexity k 

since such a model exists for very low value of k. Instead, we will assume that k is fixed and k is 

parameter of the algorithm. 

 

The first step will be to find all models of complexity k of vertex vt. The second step will be to 

run at depth level h across a partial subtree of vertex vt over i) all discovered models, ii) over all 

possible actions of the agent and iii) over all probabilities R1R2, where R1 is the probability of the 

model and R2 is the probability after t. Here R1 is fixed (it is determined by the model), and R2 

runs over all possibilities. 

 

The next statement will be similar to statement 1: 

 

Statement 4: When the values of k and h are sufficiently high, the described algorithm is 

sufficiently proximal to the best performing policy. 

 

We assert that when the values of the parameters are sufficiently high, both algorithms will 

calculate approximately the same policy. However, are the two algorithms equally efficient? 

 

In practice both algorithms are infinitely inefficient, however, the second algorithm is far more 

efficient than the first one. We will look at three cases: 

 

1. Let us have a simple deterministic world. By simple we mean that its complexity k is very low. 

In this case the first algorithm will be slightly more efficient because it will find the model 

quickly. The second algorithm will find the same model because the deterministic models are a 

subset of the non-deterministic ones. 

 

2. Let us have a deterministic world which is not simple, i.e. its complexity k is high. In this case 

the first algorithm will need a huge amount of time in order to find a model of the world. 

Moreover, rather than the real model of the world, it will probably find some simplified 

explanation. That simplified explanation will model the life until moment t, but after a few more 

steps the model will err. The second algorithm will also find a simplified explanation of the 

world, but that simplified explanation will be non-deterministic. While both algorithms will 

predict the future with some degree of error, the description which includes randomness will be 

better and more accurate. Moreover, the description with randomness will be much simpler (with 

smaller k). 
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3. Let us have a world with randomness. In this case the second algorithm has a major advantage. 

It will find the non-deterministic model of the world and will begin predicting the future in the 

best possible way. It may appear that the first algorithm will not get there at all, but this is not the 

case. It will get there, too, but much later and not so successfully. The non-deterministic model 

consists of a computable function f and randomness R. There exists a computable function g 

which generates R. The composition of f and g will be a deterministic model of the world at 

moment t. Certainly, after a few more steps g will diverge from the actual randomness and fog 

will not be a model of the world anymore. Then we will have to find another function g. All this 

means that a deterministic function can describe a world with randomness, but such description 

will be very ungainly and will work only until some moment t. The non-deterministic model 

gives us a description which works for any t. 

 

The conclusion is that the choice of language for description of the world is very important. 

Although these two languages provide identical AI definitions, the programs developed on the 

basis of each language differ substantially in terms of efficiency. 

14. A world with many agents 
The world with randomness can be imagined as a world with one additional agent who plays 

randomly. Let us assume that there are many agents in the world and each of these agents belongs 

to one of the following three types: 

 

1. Friends, i.e. agents who help us. 

2. Foes, i.e. agents who try to disrupt us. 

3. Agents who play randomly. 

 

Let the number of additional agents be a (all excluding the protagonist). Let each additional agent 

have k possible moves (k is the complexity of the world). We will assume that the protagonist 

(that’s us) will play first and the other agents will play after us in a fixed order. We assume that 

each additional agent can see everything (the internal state of the world, the model including the 

number of agents and the type of each agent, i.e. friend or foe, as well as the moves of the agents 

who have played before him). We will also assume that the agents are very smart and capable to 

calculate which move is the best and which move is the worst. 

 

The model of the world will again be a Turning machine, but that machine will have more 

arguments (the internal state of the world and the move of the protagonist, plus the moves of all 

other agents). The model will also include the type of each agent, i.e. friend or foe. Furthermore, 

the model of life until moment t will include the moves of all a agents at all steps until t. 

 

Once again, we will develop an AI definition on the basis of this new and more complicated 

language. We will continue with the assumption that the third definition is identical to the 

previous two. We will also develop a program which looks for a model of the world in the set of 

worlds with many agents. In the end of the day we will see that the new language is far more 

expressive: If we have at least one foe in the world this way of describing the world is much more 

adequate and, accordingly, the AI program developed on the basis of that language is far more 

efficient. 
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15. Conclusion 
We examined three languages for description of the world. On the basis of each language, we 

developed an AI definition and assumed that all three definitions are the same. Now we will 

make an even stronger assertion: 

 

Statement 5: The AI definition does not depend on the language for description of the world on 

the basis of which the definition has been developed. 

 

We cannot prove this statement although we suppose that it is true. We also suppose that the 

statement cannot be proven (similar to the thesis of Church). 

 

Although we assumed that the AI definition does not depend on the language for description of 

the world, we kept assuming that the program which satisfies this definition strongly depends on 

the choice of language. The comparison between the first two languages clearly demonstrated 

that the second language is far more expressive and produces a far more efficient AI. 

 

Let us look at one more language for description of worlds – the language described in Dobrev 

(2022, 2023). That language describes the world in a far more efficient way by defining the term 

‘algorithm’. The term ‘algorithm’ enables us plan the future. For example, let us take the 

following: ‘I will wait for the bus until it comes. Then I will go to work and will stay there until 

the end of the working hours.’ These two sentences describe the future through the execution of 

algorithms. If we are to predict the future only by running h possible steps, then h will necessarily 

become unacceptably large. 

 

The language described in Dobrev (2022, 2023) is far more expressive and lets us hope that it can 

be used to produce a program which satisfies the AI definition and which is efficient enough to 

work in real time. 
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