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Abstract

Bridge graphs are special type of graphs which are constructed by
connecting identical connected graphs with path graphs. We discuss
different type of bridge graphs Bm×k

n×l in this paper. In particular, we
discuss the following: complete-type bridge graphs, star-type bridge
graphs, and full binary tree bridge graphs. We also bound the second
eigenvalues of the graph Laplacian of these graphs using methods from
Spectral Graph Theory. In general, we prove that for general bridge
graphs, B2

n×l, the second eigenvalue of the graph Laplacian should
between 0 and 2, inclusive. At the end, we talk about the future
work about infinite bridge graphs. We create definitions and found
the related theorems to support our future work about infinite bridge
graphs.

Keywords— Spectral Graph Theory, Laplacian Operator, Bridge Graph, Eigen-
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1 Introduction

Spectral graph theory is the process of characterizing graphs by means of the eigen-
values and eigenvectors of the graph Laplacian. It connects graphs to matrices, and
allows us to understand properties of graph using more analytic means. Recently,
spectral graph theory has found application in machine learning and deep learning.
In particular, there are many clustering algorithms based on spectral methods, like
spectral clustering, that are more effective than tradition clustering methods like
K-means. Many theoretical properties of these algorithms rely on bounding eigen-
values of the graph Laplacian.

Research has already been done in extracting bounds of eigenvalues of special
graphs such as complete graphs, path graphs, the binary tree, and so on. In this
paper, we will be focusing on some special types of graphs which are constructed
by connecting some identical connected graphs by a path or multiple edges, which
we’ll call Bridge graphs. Bridge graphs are constructed by using path graphs, Pm

with n ≥ 2, and putting some identical graphs on each end of the path.

We will then bound the second eigenvalues of the graph Laplacians of the graphs
we discussed above. The second eigenvalues are the most important because the first
eigenvalue of the graph Laplacian is always 0. We’ll use test vectors and Loewner
partial ordering to approach this. At the end of this paper, we’ll discuss constructing
infinite bridge graphs, which are constructed by connecting a countably infinite
number of identical connected graphs using path graphs. We’ll also discuss the
general idea for bounding the spectrum of the generalized Laplacian operator.

2 Basic Definitions

The following definitions are from Dan Spielman[1].Assume we have a graph G with
vertex set V and edge set E. Assume that the number of vertices is |V | = n. We
can label vertices to be {1, 2, 3, . . . , n− 1, n}.

Definition 1. The adjacency matrix M of a weighted graph G = (V,E,w) is
defined as the matrix with the following entries

M(a, b) =

{
wa,b (a, b) ∈ E

0 (a, b) /∈ E

When the graph is unweighted, w(a) = 1 for all (a, b) ∈ E.

Definition 2. The degree of a vertex a is the number of edges attached to it. For
a weighted graph, the degree d(a) of the vertex a is the sum of the weights of the
edges attached to it.
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Definition 3. The degree matrix D of a graph G = (V,E) is a diagonal matrix
whose entries are given by

D(a, b) =

{
d(a) a = b

0 a ̸= b

Definition 4. The graph laplacian L of a graph G is defined to be

L = M−D.

Definition 5. (Loewner partial order) Let G1 and G2 be graphs each with n ver-
tices. Then for the graph Laplacians of G1 and G2, LG1

and LG2
, we write

LG1
≽ LG2

if and only if vTAv ≥ vTBv for all vectors v ∈ Rn. The relation
≽ above is called Loewner partial order. In this case, the graphs G1 and G2 also
have relation G1 ≽ G2.

3 Basic Theorems

The following theorems are from Dan Spielman[1]

Theorem 3.1. Assume we have a weighted graph G = (V,E), for every edge
e = (a, b), let the weight be wa,b. For a function x : V → Rn, the quadratic form of
the graph Laplacian is

xTLx =
∑

(a,b)∈E

wa,b(x(a)− x(b))2

Theorem 3.2. For a n × n symmetric matrix A with ordered eigenvalues λ1 ≤
λ2 ≤ · · · ≤ λn and corresponding eigenvectors ϕ1, ϕ2, . . . , ϕn we have

ϕi = min
(x,ϕk)=0,
1≤k≤i−1

xTLx

xTx

with

ϕi = arg min
(x,ϕk)=0,
1≤k≤i−1

xTLx

xTx
.

Theorem 3.3. For a graph G = (V,E), with graph Laplacian LG, ordered eigen-
values λ1 ≤ λ2 ≤ · · · ≤ λn, and corresponding eigenvectors ϕ1, ϕ2, . . . , ϕn, we have
λ1 = 0 and ϕ1 = 1 where 1 = (1, . . . , 1)T .

Theorem 3.4. For a unweigted graph G = (V,E) And LG is the graph Laplacian
with ordered eigenvalues 0 = λ1 ≤ λ2 ≤ · · · ≤ λn. Then G is connected if and only
if λ2 > 0

Theorem 3.5. Suppose G1 and G2 are graphs with the relation G1 ≽ cG2. Then
λk(G1) ≽ λk(G2)

Theorem 3.6. If G1 is a subgraph of G2 then G1 ≼ cG2.
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4 Kn Type Bridge Graphs

Now we will discuss dumbbell-like graphs Dm
n , which are formed by joining two

complete graphs with n vertices, Kn,1 and Kn,2, with a path graph Pm. For exam-
ple, if we connect two K8’s together with P3, we have the following:

Notice that this is a simple example of a bridge graph.

Corollary 4.0.1. (The Path Inequality) A path graph Pa,b is a path from a to b,
and Ga,b is a graph with a single edge (a, b), then the following path inequality holds:

|Pa,b|Pa,b ≽ Ga,b.

Theorem 4.1. For the dumbbell-like graph we mentioned above, Dm
n , we know that

|VDm
n
| = 2n+m− 2 , we have the following bound on the eigenvalues:

2

(2n+m− 3)(m+ 1)
≤ λ2(D

m
n ) ≤ 12

6(m− 1)(n− 1) +m(m− 1)

Proof. LetKn,1 be the first complete graph andKn,2 be the second complete graph.
We label the vertices of Kn,1 as {1, 2, 3, . . . , n− 1, n} and suppose that the vertex
shared by Kn,1 and Pm is labeled as n. Then the next vertex on Pm, which is
attached to the vertex n is labeled as n+1. Repeat the same process until we label
the vertex which is on both Pm and Kn,2 as n+m−1. Finally we label the vertices
of Kn,2 to be {n+m− 1, n+m, . . . , 2n+m− 2}

To get the upper bound we construct test vector x to be

x(i) =


m− 1 1 ≤ i < n

2n+m− 1− 2i n ≤ i < n+m− 1

1−m n+m− 1 ≤ i ≤ 2n+m− 2

.

The vertices n and n+m− 1 are both on one of the complete graphs and the path
graphs, so we need to check their value on both graphs to make sure our construc-
tion of test vector x is consistent.
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When i = n we plug into x(i) = m − 1 gets x(i) = m− 1. Also, if substitute
i = n into x(i) = 2n+n−2i, we get x(i) = 2n+m−1−2n = m−1. This matches
with the other graph. When i = n+m−1 we substitute into x(i) = 2n+m−1−2i,
which yields x(i) = 2n + m − 1 − 2(n + m − 1) = −m + 1. Also if we substitute
i = n into x(i) = 1 − m, we get x(i) = 1 − m, This also matches with the other
graph. Hence we have verified the consistency of our test vector.

Now we need to calculate the inner product of test vector x and the vector
1 = (1, . . . , 1)T . We have

(x,1) =
∑
i∈V

x(i)

=

2n+m−2∑
i=1

x(i)

=

n−1∑
i=1

x(i) +

n+m−1∑
i=n

x(i) +

2n+m−2∑
i=n+m

x(i)

=

n−1∑
i=1

(m− 1) +

n+m−1∑
i=n

(2n+m− 1− 2i) +

2n+m−2∑
i=n+m

(1−m).

We now deal with the three terms separately. For the first term,

n−1∑
i=1

(m− 1) = (m− 1)(n− 1).

For the second second term, we get

n+m−1∑
i=n

(2n+m− 1− 2i) = (2n+m− 1)(n+m+ 1− n− 1)− 2 · n+m− 1 + n

2
.

Lastly,
2n+m−2∑
i=n+m

(1−m) = (1−m)(n− 1).

Adding the terms up, we get
(x,1) = 0.

From the calculation above, we know that we can use x to get the upper bound
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of λ2(D
m
n ). From Theorem 4 we have

λ2(D
m
n ) ≤ xTLx

xTx

≤
∑

(a,b)∈E(x(a)− x(b))2∑2n+m−2
i=1 x(i)2

=

∑
1≤i,j<n(x(i)− x(j))2∑

1≤i<n x(i)
2 +

∑
n≤i<n+m−1 x(i)

2 +
∑

n+m−1≤i≤2n+m−1 x(i)
2

+

∑
n≤i,j<n+m−1(x(i)− x(j))2∑

1≤i<n x(i)
2 +

∑
n≤i<n+m−1 x(i)

2 +
∑

n+m−1≤i≤2n+m−1 x(i)
2

+

∑
n+m−1≤i,j≤2n+m−1(x(i)− x(j))2∑

1≤i<n x(i)
2 +

∑
n≤i<n+m−1 x(i)

2 +
∑

n+m−1≤i≤2n+m−1 x(i)
2
.

The first and last term of the sum are zero, so this means that

λ2(D
m
n ) =

0 +
∑n+m−2

i=n (x(i)− x(i+ 1))2 + 0

(m− 1)(n− 1) + m(m−1)(m+1)
3 + (m− 1)(n− 1)

=
12

6(m− 1)(n− 1) +m(m− 1)
.

To get the lower bound, we use the Loewner partial order.

For every pair of edge (a, b) ∈ EDm
n
,let the path graph Pa,b be a path from a

to b, and Ga,b be a graph with a single edge (a, b), then from the corollary we have
|Pa,b|Pa,b ≽ Ga,b. We know that if 1 ≤ a ≤ n, then this means a is a vertex of the
Kn,1. Thus, a is connected to vertex n. If n +m − 1 ≤ a ≤ 2n +m − 2 then this
means a is a vertex of the Kn,2 and a is connected to vertex n+m−1. If a and b are
in the same complete graph then the length of Pa,b is 1; if a and b are in the different
complete graphs, then the length of Pa,b will be 1 +m − 1 + 1 = m + 1. If either
of a or b are in the path graph, then the length of Pa,b shorter than the case when
a and b are in different complete graphs. Hence, we conclude that |Pa,b| ≤ m+ 1.

It follows that

Ga,b ≼ |Pa,b|Pa,b ≼ (m+ 1)Pa,b ≼ (m+ 1)Dm
n .

Also, we notice that complete graph K2n+m−2 is constructed by connecting all
edges together. It has

(
2n+m−2

2

)
single edges.Thus

K2n+m−2 ≼
∑

(a,b)∈EK2n+m−2

Ga,b ≼

(
2n+m− 2

2

)
Ga,b ≼

(
2n+m− 2

2

)
(m+1)Dn

m.

Thus,

2n+m− 2 = λ(K2n+m−2) ≤
(
2n+m− 2

2

)
(m+ 1)λ(Dn

m).
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From the above, we get that λ(Dn
m) ≥ 2

(2n+m−1)(m+1) .

We notice that when m = 1 then D1
n is a graph constructed by connecting two

complete graphs with a single edges. For a bridge graph D2×k
n with k ≤ n which

is constructed by two identical complete graphs Kn,1 and Kn,2 k different edges
e1, . . . , ek with the edge length of them are all 2, and for every edge ei = (vi,1, vi,2)
where vi,1 is in Kn,1 and vi,2 is in Kn,2. A picture is given below in the case where
n = 8 with k = 2 and e1 = (8, 9), e2 = (7, 16):

We can generalize our results from before to the following theorem.

Theorem 4.2. For the graph we mentioned above, D2×K
n , we know that |VD2×2

n
| =

2n + 1. We also have the following bound on the second eigenvalue of the graph
laplacian:

2

3(2n− 1)
≤ λ2(D

2×k
n ) ≤ 4

n
.

Proof. From D2
n is a subgraph of D2×k

n we can get D2
n ≼ D2×k

n . Thus 2
3(2n−1) =

λ2(D
2
n) ≤ λ2(D

2×k
n ). For the other half of the inequality we can label vertices the

same way as the graphD2
n. We know vertices vi,1 and vi,2 are adjacent to each other

for 1 ≤ i ≤ k such that vi,i ∈ Kn,1 and vi,2 ∈ Kn,2. Then we have 1 ≤ vi,1 ≤ n and
n + 1 ≤ vi,2 ≤ 2n. Also, we can use the same test vector x as the graph Dm

n too.
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Let

x(i) =

{
1 1 ≤ i ≤ n

−1 n+ 1 ≤ i ≤ 2n
.

We can easily verify that (x,1) = 0.

Now we can estimate the upper bound of λ2(D
2×2
n ):

λ2(D
2×2
n ) ≤ xTLx

xTx

≤

∑
(a,b)∈E

D
2×2
n

(x(a)− x(b))2∑2n
i=1 x(i)

2

=

∑
1≤i,j<n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤2n x(i)

2

+

∑k
i=1(x(vi,1)− x(vi,2))

2∑
1≤i≤n x(i)

2 +
∑

n+1≤i≤2n x(i)
2

+

∑
n+2≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤2n x(i)

2
.

The first and last term of the sum are zero, so this means that

λ2(D
m
n ) ≤ 0 + 4k + 0

n+ n

=
4k

2n

=
2k

n
.

So we have finished bounding D2×k
n .

Consider a general bridge graph B2×k
n which is constructed by two arbitrary

identical graphs Gn,1 and Gn,2 with k different edges e1, . . . , ek and k ≤ n. We also
assume that there are k distinct edges connecting the two graphs. An example is
given in the figure:
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For every edge ei = (vi,1, vi,2), where vi,1 is in Gn,1 and vi,2 is in Gn,2, we have the
following theorem.

Theorem 4.3. For a bridge graph B2×k
n we have

0 < λ2(B
2×k
n ) ≤ 2k

n
.

Proof. The proof of the lower bound follows from the fact that B2×k
m is a connected

graph. Thus the second eigenvalue should be positive . The upper bound is a
straight forward consequence of Theorem 4.2. We see that B2×k

n is a subgraph of
B2×k

n ; hence B2×k
n ≼ D2×k

n . It follows that λ2(B
2×k
n ) ≤ λ2(D

2×k
n ) ≤ 2k

n .

5 Sn Type Bridge Graphs

The star graph, Sn, is another graph we will consider. The star graph is special
because it is a complete bipartite graph, K1,n−1. Now we can construct star-type
bridge graphs, Sm

n , by connecting two identical star graph Sn,1 and Sn,2 with a
path graph Pm.

Theorem 5.1. For the star-like graphs Sm
n we mentioned above, we have the fol-

lowing bound on the eigenvalues:

2

(2n+m− 3)(m+ 3)
≤ λ2(S

m
n ) ≤ 4n+ 2

2n+m− 4
.

Proof. Since Sn,1 is also a bipartite graph ,we can separate it to different set V(1,1)

and V(1,2) where V(1,1) only has one vertex which is internal vertex for the tree Sn,1.
And the remaining vertices are all leaves of tree and they are in V(1,2). Notice that
no edges has both vertices in the same sets, and every edges that connect vertices
in different set is part of the graph. We label the only vertex in V(1,1) as 1 and
remaining as 2, . . . , n.

We know that there is a vertex v1 in Sn,1 is also on the graph Pm. Then we
label the vertex which is attached to v1 but not in graph Sn,1 as n+ 1, repeat the
same process until we label the vertex n+m−2.We can also separate it to different
set V(2,1) and V(2,2) where V(2,2) only has one vertex which is internal vertex for the
tree Sn,2. And the remaining vertices are all leaves of tree and they are in V(2,2).
Also notice that no edges has both vertices in the same sets, and every edges that
connect vertices in different set is part of the graph. We label the only vertex in
V(1,1) as n+m−1 and remaining as n+m, . . . , 2n. We notice that there is a vertex
v2 in Sn,2 is also on the graph Pm. Thus n+m− 1 ≤ v2 ≤ 2n.

Now we can set the test vector. Now we need to discuss different cases based
on whether n is odd or even and based on the value of v1 and v2.
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Case 1: n is odd, v1 = 1 and v2 = n+m−1, the figure below is the case when
n = 9,m = 3

We choose the test vector

x(i) =



1 i = 1, n+m− 1

0 i = n or i = 2n or n+ 1 ≤ i ≤ n+m− 2

1 2 ≤ i ≤ n− 1

2

−1
n+ 1

2
≤ i ≤ n− 1

1 n+m ≤ i ≤ 3n+ 2m− 3

2

−1
3n+ 2m− 1

2
≤ i ≤ 2n− 1

.

Notice that

(x,1) =

2n+m−2∑
i=1

x(i)

= x(1) + x(n+m− 1) +
n+m−2∑
i=n+1

x(i) +

n−1
2∑

i=2

x(i) +

n−1∑
n+1
2

x(i)

+

3n+m−3
2∑

i=n+m

x(i) +

2n∑
3n+m−1

2

x(i)

= 1 + 1 + 0 +

(
n− 1

2
− 2 + 1

)
−
(
n− 1− n+ 1

2
+ 1

)
+

(
3n+ 2m− 3

2
− (n+m) + 1

)
−
(
2n− 1− 3n+ 2m− 1

2
+ 1

)
= 0.
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Hence it’s possible to use our test vector to get the upper bound.

λ2(T
m
n )

≤ xTLx

xTx

=

∑
(a,b)∈ETm

n
(x(a)− x(b))2∑2n+m−2

i=1 x(i)2

=

∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+1≤i,j≤n+m−2(x(i)− x(j))2 + (x(1)− x(n+ 1))2 + (x(n+m− 2)− x(n+m− 1))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+m−1≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2
.

Notice that the first term is equal to∑
2≤j≤n(x(1)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

=

∑
2≤j≤n(x(1)− x(j))2

n− 1 +m− 2 + n− 1

=

∑n−1
2

j=2 (x(1)− x(j))2 +
∑j=n−1

j=n+1
2

(x(1)− x(j))2 + (x(1)− x(n))2

2n+m− 4

=
4n−1

2 + 1

2n+m− 4

=
2n− 3

2n+m− 4
.

The second term is equal to

0 + 1 + 1

2n+m− 4
=

2

2n+m− 4
.

From symmetry, the third term and the second term are the same, so the third
term is 2n−3

2n+m−4 . Add all terms together, and we get

λ2(T
m
n ) ≤ 4n− 6

2n+m− 4
.

Case 2: n is odd, v1 = 1 and v2 ̸= n + m − 1 or n is odd, v1 ̸= 1 and
v2 = n+m− 1
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We will only discuss when n is odd, v1 = 1 and v2 ̸= n + m − 1, or n is odd
because the other case will get us the same result from symmetry. When we label
our vertices, we can make v2 = n + m now. Then we can still use the same test
vector as case 1. So the text vector is well defined. The upper bound process will
be the same as case 1. Thus we will get the same bound as case 1.

Case 3: n is odd, v1 ̸= 1 and v2 ̸= n+m− 1

When we label the vertices, we can make v1 = 2 and v2 = n + m now. Then we
can still use the same test vector as case 1. So the text vector is well defined. The
upper bound process will be the same as case 1 thus we will get the same bound as
case 1.

Case 4: n is even, v1 = 1 and v2 = n+m− 1
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We define the test vector as

x(i) =



1 i = 1, n+m− 1

0 n+ 1 ≤ i ≤ n+m− 2

1 2 ≤ i ≤ n− 1

2

−1
n+ 1

2
≤ i ≤ n

1 n+m− 1 ≤ i ≤ 3n+ 2m− 3

2

−1
3n+ 2m− 1

2
≤ i ≤ 2n

.

Notice that

(x,1) = =

2n+m−2∑
i=1

x(i)

= x(1) + x(n+m− 1) +

n+m−2∑
i=n+1

x(i) +

n−1
2∑

i=2

x(i)

+

n−1∑
n+1
2

x(i) +

3n+m−3
2∑

i=n+m

x(i) +

2n∑
3n+m−1

2

x(i)

= 1 + 1 +

(
n− 1

2
− 2 + 1

)
−
(
n− 1− n+ 1

2
+ 1

)
+

(
3n+ 2m− 3

2
− (n+m) + 1

)
−
(
2n− 3n+ 2m− 1

2
+ 1

)
= 0.
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Now we get

λ2(T
m
n )

≤ xTLx

xTx

=

∑
(a,b)∈ETm

n
(x(a)− x(b))2∑2n+m−2

i=1 x(i)2

=

∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+1≤i,j≤n+m−2(x(i)− x(j))2 + (x(1)− x(n+ 1))2 + (x(n+m− 2)− x(n+m− 1))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

.

+

∑
n+m−1≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2
.

Notice that the first term is equal to∑
2≤j≤n(x(1)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

=

∑
2≤j≤n(x(1)− x(j))2

n− 1 +m− 2 + n− 1

=

∑n−1
2

j=2 (x(1)− x(j))2 +
∑j=n−1

j=n+1
2

(x(1)− x(j))2

2n+m− 4

=
4n
2

2n+m− 4

=
2n

2n+m− 4
.

From case 1 we know that the second term is 2
2n+m−4 , and from the symmetry, the

third term and the second term are the same, so the third term is 2n
2n+m−4 . Adding

three terms together gets us

λ2(T
m
n ) ≤ 4n+ 2

2n+m− 4
.

Case 5: n is even, v1 = 1 and v2 ̸= n + m − 1 or n is even, v1 ̸= 1 and
v2 = n+m− 1
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We will only discuss when n is odd,v1 = 1 and v2 ̸= n+m− 1 or n is odd because
the other case will get us the same result from symmetry. When we label it we can
make v2 = n+m now. Then we can still use the same test vector as case 4. So the
text vector is well defined.And the upper bound process will be the same as case 1
thus we will get the same bound as case 1.

Case 6: n is even, v1 ̸= 1 and v2 ̸= n+m− 1

When we label it we can make v1 = 2 and v2 = n+m now. Then we can still use
the same test vector as case 4. So the text vector is well defined.And the upper
bound process will be the same as case 1 thus we will get the same bound as case
1.

Hence we have finished upper bound since we have exhausted all possible cases.

For the lower bound, we can compare our graphs to complete graphs. For every
pair of edge (a, b) ∈ ESm

n
,let the path graph Pa,b be a path from a to b, and Ga,b be

a graph with a single edge (a, b). From the lemma we have |Pa,b|Pa,b ≽ Ga,b. We
know that if a and b are both in the same star graph, without loss of generality, we
can assume they are both in Sn,1, Thus, the length from vertex a to b is at most 2.

If a and b are in different star graphs, without loss of generality, we suppose a is
in Sn,1 and b is in Sn,2. Then the length of the path Pa,b is at most 2+m−1+2 =
m+3.Hence, the length of the path Pa,b is at most 2+m−1+2 = m+3. It follows
that

Ga,b ≼ |Pa,b|Pa,b ≼ (m+ 3)

≼ (m+ 3)Sm
n .
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Also we know that complete graph K2n+m−2 has
(
2n+m−2

2

)
single edges. Thus

K2n+m−2 ≼
∑

(a,b)∈EK2n+m−2

Ga,b ≼

(
2n+m− 2

2

)
Ga,b

≼

(
2n+m− 2

2

)
(m+ 3)Tn

m.

Hence,

2n+m− 2 = λ2(K2n+m−2) ≤
(
2n+m− 2

2

)
(m+ 3)λ2(S

n
m).

Finally, we arrive at

λ2(S
n
m) ≥ 2

(2n+m− 3)(m+ 3)
.

6 Tn Type Bridge Graphs

Now we will discuss binary tree-like graphs Tm
n , which are formed by by joining

two full binary trees with n vertices, Tn,1 and Tn,2, with a path graph Pm. Notice
that this is also a simple example of a bridge graph.

Theorem 6.1. For the binary tree-like graphs Tm
n we mentioned above we have the

following bound on the eigenvalues:

2

(2n+m− 1)(2 log2(n+ 1) +m− 3)
≤ λ2(T

m
n ) ≤ 5

2(n− 1)
.

Proof. Now we need to label Tm
n . We label Tn,1 the following way. We label the

vertex which is ancestor of Tn,1 all other vertices as 1. Then 1 has two children.
We label them as 2 and 3,then we label children of 2 as 4 and 5, the children of 3
as 6 and 7 and so on until n.

Then we label the path Pm. We know one end of Pm is i where 1 ≤ i ≤ n, then
we label the vertex which is on the path Pm and attached to 0 as n+ 1 repeat the
process until the vertex n+m− 2, then the next vertex which in Pm and attach to
n+m− 2 is on the graph Tn,2.

Then we label the graph Tn,2. We label the vertex which is ancestor of all other
vertices of Tn,2 as n+m− 1. Then n+m− 1 has two children. We label them as
n+m and n+m+ 1,then we label children of n+m asn+m+ 1 and n+m+ 2,
the children of n+m+ 1 as n+m+ 3 and n+m+ 4 and so on until 2n+m− 2.
Now we need to break into 3 cases depends on where the ends of Pm locate at. We
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know that one end is between 1 and n and the other is between n + m − 1 and
2n+m− 2.

Case 1: One end of Pm is 1 and the other end of Pm is n +m − 2. Figure 2
demonstrates the case of T 3

7 :

We can set the test vector to be:

x(i) =



0 i = 1, n+m− 1

0 n+ 1 ≤ i ≤ n+m− 2

1 i = 2, n+m

1 2 < i ≤ n and i is a descendant of 2

1 n+m < i ≤ 2n+m− 2 and i is a descendant of n+m

−1 otherwise

.

We notice that for elements of Tn,1 the number of 1 is n−1
2 and the number of −1

is n−1
2 . For elements of Tn,1 the number of 1 is n−1

2 and the number of −1 is n−1
2 .

Hence we have

(x,1) =

2n+m−2∑
i=1

x(i)

= x(1) + x(n+m− 1) +

n∑
i=2

x(i) +

2n+m−2∑
i=n+m

x(i)

= 0 + 0 +
n− 1

2
− n− 1

2
+

n− 1

2
− n− 1

2
= 0.
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We have finished verifying (x,1) = 0. Now we estimate the upper bound of λ2(T
m
n ):

λ2(T
m
n ) ≤ xTLx

xTx

=

∑
(a,b)∈ETm

n
(x(a)− x(b))2∑2n+m−2

i=1 x(i)2

=

∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+1≤i,j≤n+m−2(x(i)− x(j))2 + (x(1)− x(n+m− 1))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2
.

+

∑
n+m−1≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2
.

Notice that the first term is

=
(x(1)− x(2))2 + (x(2)− x(3))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−1 x(i)
2

=
2

n− 1 + 0 + n− 1

=
1

n− 1

The second term is 0, and the third term is

=
(x(n+m− 1)− x(n+m))2 + (x(n+m− 1)− x(n+m+ 1))2∑
1≤i≤n x(i)

2 +
∑

n+1≤i≤n+m−2 x(i)
2 +

∑
n+m−1≤i≤2n+m−1 x(i)

2

=
2

n− 1 + 0 + n− 1

=
1

n− 1
.

Adding all the three terms, we get

λ2(T
m
n ) ≤ 1

n− 1
+

1

n− 1
=

2

n− 1
.

Case 2: One end of Pm is 1, and the other end of Pm is J where n+m ≤ J ≤ 2n
or one end of Pm is n + m − 1 and the other end of Pm is K where 1 ≤ K ≤ n.
Without loss of generality we only discuss when one end of Pm is 1 and the other
end of Pm is J because the other case follows by an identical argument. Figure 3
demonstrates T 3

7 in this case:
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We can set the test vector to be same as case 1. Since we already know from
case 1 that (x,1) = 0,

λ2(T
m
n ) ≤ xTLx

xTx

=

∑
(a,b)∈ETm

n
(x(a)− x(b))2∑2n+m−2

i=1 x(i)2

=

∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+1≤i,j≤n+m−2+(x(1)−x(J))2(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+m−1≤i,j≤2n+m−2(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2
.

Notice that that the second term is

0 + 1

n− 1 + n− 1
=

1

2(n− 1)
.

We have calculated the first term and the third term in case 1. Hence

λ2(T
m
n ) ≤ 1

n− 1
+

1

2(n− 1)
+

1

n− 1
=

5

2(n− 1)
.

Case 3: One end of Pm is J where 2 ≤ J ≤ n and the other end of Pm is K where
n+m ≤ K ≤ 2n. Figure 4 demonstrates T 3

7 in this case:
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Similar to before, we can set the test vector to be

x(i) =



0 i = 1, n+m− 1

0 n+ 1 ≤ i ≤ n+m− 2

1 i = J,K

1 2 < i ≤ n and i is a descendant of J

1 2 < i ≤ n and i is a ancestor of J

1 i < n+m ≤ n and i is a descendant of K

1 i < n+m ≤ n and i is a ancestor of K

−1 otherwise

.

We notice that for elements of Tn,1, the number of 1’s in x is n−1
2 and the number

of −1’s in x is n−1
2 . For elements of Tn,1 the number of 1’s in x is n−1

2 and the
number of −1’s in x is n−1

2 . Hence we have

(x,1) =

2n+m−2∑
i=1

x(i)

= x(1) + x(n+m− 1) +

n∑
i=2

x(i) +

2n+m−2∑
i=n+m

x(i)

= 0 + 0 +
n− 1

2
− n− 1

2
+

n− 1

2
− n− 1

2
= 0.

Now we can estimate the upper bound of second eigenvalue

λ2(T
m
n ) ≤ xTLx

xTx

=

∑
(a,b)∈ETm

n
(x(a)− x(b))2∑2n+m−2

i=1 x(i)2

=

∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2

+

∑
n+1≤i,j≤n+m−2(x(i)− x(j))2 + (x(J)− x(K)2)∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2
.

+

∑
n+m−1≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+m−2 x(i)

2 +
∑

n+m−1≤i≤2n+m−2 x(i)
2
.

Notice that the second term is

0

n− 1 + n− 1
= 0.
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The first term and the second term calculation is basically the same as case 1, and
the result is the same too. It follows that

λ2(T
m
n ) ≤ 1

n− 1
+ 0 +

1

n− 1
=

2

(n− 1)
,

which gives us our upper bound estimation.

For the lower bound, we can compare our graphs to complete graphs. For every
pair of edge (a, b) ∈ ETm

n
,let the path graph Pa,b be a path from a to b, and Ga,b be

a graph with a single edge (a, b), then from the lemma we have |Pa,b|Pa,b ≽ Ga,b.
We know that if a and b are both in the same binary tree, without loss of generality
we assume they are both in Pn,1,from the definition of full binary tree we know that
the length from the vertex 1 to the vertices which have no children is log2 (n+ 1)−1,
so the length from vertex a to b is at most 2log2(n+ 1)− 2.

If a and b are in different binary trees, without loss of generality, we suppose a
is in Tn,1 and b is in Tn,2 then the length of the path Pa,b is the longest when a and
b are the vertices which have no descendants. Hence the length of the path Pa,b is
at most 2 log2 (n+ 1) +m − 3. That is, |Pa,b| ≤ 2 log2(n + 1) +m − 3. It follows
that

Ga,b ≼ |Pa,b|Pa,b ≼ ((2 log2(n+ 1) +m− 3)Pa,b

≼ (2 log2(n+ 1) +m− 3)Tm
n .

Also we know that complete graph K2n+m−2 t has
(
2n+m−2

2

)
single edges. Thus

K2n+m−2 ≼
∑

(a,b)∈EK2n+m−2

Ga,b ≼

(
2n+m− 2

2

)
Ga,b

≼

(
2n+m− 2

2

)
(2log2(n+ 1) +m− 3)Tn

m.

Hence,

2n+m− 2 = λ(K2n+m−2) ≤
(
2n+m− 2

2

)
(2log2(n+ 1) +m− 3)λ(Tn

m).

From the above, we conclude λ2(T
n
m) ≥ 2

(2n+m−1)(2log2(n+1)+m−3 .

We notice that when m = 2 the graph T 2
n is connected by a single edge. Now

we are doing the same thing as we did for the complete graphs. When graphs Tn,1

and Tn,2 are connected by k different single edges e1, e2, . . . ek we get the graph
T 2×k
n . An example for k = 3 is given below:
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We now have following theorem.

Theorem 6.2. For the graph T 2×k
n described above, we have the following bound:

2

(2n+ 1)(2 log2(n− 1) + 1)
≤ λ2(T

2×k
n ) ≤ 2m+ 2

n− 1
+ χk≥n−1

−3m+ 3n− 3

2(n− 1)

where χ denotes the characteristic function.

Proof. We know that T 2
n is a subgraph of T 2×k

n so we have T 2
n ≼ T 2×k

n .Hence

2

(2n+ 1)(2 log2(n− 1) + 1)
≤ λ2(T

2
n) ≤ λ2(T

2×k
n )

Thus we finished the lower bound.

For the upper bound we still use test vector. Now we notice the graph Tn,1

contains three different sets of vertices. One set, V1,1, only contain the vertex 1, the
second set, V1,2, contains vertex 2 and all of it’s descendants. The third set, V1,3,
contains vertex 3 and its descendants. The graph Tn,2 also contains three different
vertices sets. One set, V2,1, only contains the vertex n + 1, the second set, V2,2,
contains vertex n+2 and all of it’s descendants. The third set, V2,3, contains vertex
n+ 3 and all of its descendants.

We know that edges e1, e2, . . . ek contain k vertices in Tn,1 and k different ver-
tices in Tn,2. For those k vertices in Tn,1 we know that they might be in vertex set
V1,1 or V1,2 or V1,2. We also know that there are at most one vertex in V1,1. Hence
when k ≥ 2 there are one or more vertices in either V1,2 or V1,3.

Without loss of generality, assume there are more vertices in set V2. And for
graph Tn,2 we also assume there are more vertices in V2,2 We set the test vector to
be

x(i) =


0 i = 1, n+ 1

1 i ∈ V1,2 or i ∈ V2,2

−1 otherwise

.

We notice that the test vector here is basically the same when we define the test
vector for the graph Tm

n . For elements of Tn,1, the number of occurrences of 1 is
n−1
2 and the number of occurrences of −1 is n−1

2 . For elements of Tn,1 the number
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of occurrences of 1 is n−1
2 and the number of occurrences of −1 is n−1

2 . Hence we
have

(x,1) =

2n∑
i=1

x(i)

= x(1) + x(n+ 2) +
∑

i∈V1,2

x(i) +

x∑
i∈V2,2

(i) +
∑

i∈V1,3

x(i) +
∑

i∈V2,3

x(i)

= 0 + 0 +
n− 1

2
+

n− 1

2
− n− 1

2
− n− 1

2
= 0.

We have finished verifying (x,1) = 0. Now we can try to bound λ2(T
m
n ):

λ2(T
2×k
n ) ≤ xTLx

xTx

=

∑
(a,b)∈E

T
2×k
n

(x(a)− x(b))2∑2n
i=1 x(i)

2

=

∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

+

∑
(i,j)∈{e1,e2,...ek}(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

+

∑
n+m−1≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2
.

Notice that the first term is∑
1≤i,j≤n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

=
(x(1)− x(2))2 + (x(2)− x(3))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤n+1 x(i)

2 +
∑

n+1≤i≤2n x(i)
2

=
2

n− 1 + n− 1

=
1

n− 1
.
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The second term is∑
(i,j)∈{e1,e2,...ek}(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2
=

∑
i∈V1,1 or j∈V2,1

(x(i)− x(j))2∑
1≤i≤n x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2

+

∑
i∈V1,2,j∈V2,2(x(i)−x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

+

∑
i∈V1,2,j∈V2,3(x(i)−x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

+

∑
i∈V1,3,j∈V2,2(x(i)−x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

+

∑
i∈V1,3,j∈V2,3(x(i)−x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

We know that there are at most n−1
2 vertices which have nonzero value connected

to vertex 1 and at most n−1
2 vertices which have nonzero value connected to vertex

n+ 1. Hence we have∑
i∈V1,1 or j∈V2,1

(x(i)− x(j))2∑
1≤i≤n x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2
≤ 2(n− 1)(0− 1)2

2(n− 1
= 1.

The second term in the sum above is 0. We know that i = j ≤ n−1
2 , where i ∈

V1,2, j ∈ V2,3. Thus, the third term in the sum above obeys∑
i∈V1,2,j∈V2,3

(x(i)− x(j))2∑
1≤i≤n x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2
<

(n− 1)(1 + 1)2

2(n− 1)
= 2.

We know that i = j ≤ n−1
2 where i ∈ V1,3, j ∈ V2,2, Thus, the fourth term in the

sum above satisfies∑
i∈V1,3,j∈V2,2

(x(i)− x(j))2∑
1≤i≤n x(i)

2 +
∑

n+m−1≤i≤2n x(i)
2
<

(n− 1)(−1− 1)2

2(n− 1)
= 2.

Lastly, the fifth term in the sum above is 0.

We can also see that∑
n+m−1≤i,j≤2n(x(i)− x(j))2∑

1≤i≤n x(i)
2 +

∑
n+m−1≤i≤2n x(i)

2

=
(x(n+ 1)− x(n+ 2))2 + (x(n+ 1)− x(n+ 3))2∑

1≤i≤n x(i)
2 +

∑
n+1≤i≤2n x(i)

2

=
2

n− 1 + n− 1

=
1

n− 1
.
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But we don’t need to add above terms when k is relatively small. We can make
the inequality tighter depending on the value of k. We notice that when k ≤ n− 1
the λ2(T

2×k
n ) takes the greatest value when i ∈ V1,3, j ∈ V2,2 or i ∈ V1,2, j ∈ V2,3.

Hence, we actually have

λ2(T
2×k
n ) ≤ m(−1− 1)2

2(n− 1)
+

2

n− 1
=

2m+ 2

n− 1

when k > n − 1. Also, λT 2×k
n

takes the greatest value when i ∈ V1,3, j ∈ V2,2 or
i ∈ V1,2, j ∈ V2,3. It’s follows that

λT2(n2×k) ≤ 2 +
(m− (n− 1))(0 +−1)2

2(n− 1)
+

2

n− 1

=
m+ 3n+ 1

2(n− 1)

=
2m+ 2

n− 1
+

−3m+ 3n− 3

2(n− 1)
.

From the above we get that

λT 2×k
n

≤ 2m+ 2

n− 1
+ χk≥n−1

−3m+ 3n− 3

2(n− 1)

Now we can construct a graph T 2
n×l which is connected by l identical full binary

graphs Tn,1, . . . Tn,l using single edge. For every graph Tn,j where 1 ≤ j ≤ l − 1,
there is a vertex vi which is ancestor of all other vertices in Tn,j , we connect that
with vj+1. As an example, we display T 2

7×3:

We have following theorem.

Theorem 6.3. For the graphs T 2
n×l which we described above we have following

bound of the second eigenvalues:

2

(nl − 1)(l · log2(n− 1)− 1)
≤ T 2

n×l ≤
l

n− 1
.
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Proof. For the vertex vi which is ancestor of all other vertices in Tn,i, we label it as
(j−1)n+1. Then (j−1)n+1 has two children. We label them as (j−1)n+2 and
(j− 1)n+3. Then we label children of (j− 1)n+2 as (j− 1)n+4 and (j− 1)n+5,
the children of (j− 1)n+3 as (j− 1)n+6 and (j− 1)n+7, and so on until jn. To
get the upper bound we still need to use a test vector. We can set the test vector
to be:

x(i) =


0 j ∈ {1, . . . l}, (j − 1)n+ 1

1 j ∈ {1, . . . l}, (j − 1)n+ 2

1 j ∈ {1, . . . l}, (j − 1)n+ 2 < i ≤ jn and i descendant of (j − 1)n+ 2

−1 otherwise

.

We notice that for elements of Tn,j where j ∈ {1, . . . l}, the number of occurrences
of 1’s in x is n−1

2 and the number of occurrences of −1’s in x is n−1
2 . Hence we

have

(x,1) =

l∑
j=1

jn∑
i=(j−1)n+1

x(i)

= l(0) + l
n− 1

2
− l

n− 1

2
= 0.

We have finished verifying (x,1) = 0. Now we estimate the upper bound of λ2(T
m
n )

:

λ2(T
2
n×l) ≤

xTLx

xTx

=

∑
(a,b)∈E

T2
n×l

(x(a)− x(b))2∑nl
i=1 x(i)

2
.

We notice that only when a = (j−1)n+1 with b = (j−1)n+2 or b = (j−1)n+3,
then the term (x(a)− x(b))2 is not zero. There are n− 1 vertices in each Tn,j such
that xa2 = 1. Hence the above equation has the following form:

=

∑l
j=1

∑
1≤a,b≤nj(x(a)− x(b))2∑l

j=1

∑
1≤a≤nj x(a)

2

=
2l

(n− 1)l

=
2

(n− 1)
.

Now we need to find the lower bound. We still compare our graphs to complete
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graphs. For every pair of edge (a, b) ∈ ETm
n
, let the path graph Pa,b be a path

from a to b, and Ga,b be a graph with a single edge (a, b); then from the lemma,
we have |Pa,b|Pa,b ≽ Ga,b. We notice that length of the path Pa,b is the longest
when a and b where a ∈ Tn,1 and b ∈ Tn,l, and a and b have no descendants.
Hence the length of the path Pa,b is at most l · log2 (n− 1)− 1, which means that
|Pa,b| ≤ 2 logl(n− 1)− 1. Now,

Ga,b ≼ |Pa,b|Pa,b

≼ (l · log2(n− 1)− 1)Pa,b

≼ (l · log2(n− 1)− 1)Tm
n×l.

Also, we know that complete graph Knl has
(
nl
2

)
edges, so

Knl ≼
∑

(a,b)∈EKnl

Ga,b ≼

(
nl

2

)
Ga,b ≼

(
nl

2

)
(llog2(n− 1)− 1)Tn

m.

Hence,

nl = λ2(Knl) ≤
(
nl

2

)
(l · log2(n− 1)− 1)λ(T 2

n×l).

From the above, we get that λ2(T
n
m) ≥ 2

(nl−1)(l log2(n−1)−1) .

We have finished discussing the graph T 2
n×l. Now we will discuss a more general

case when a graph B2
n×l which is connected by l identical graphs Gn,1, . . . Gn,l using

a single edge. Graphs Gn,1, . . . Gn,l are all identical, but they can be any arbitrary
graph. We have following theorem.

Theorem 6.4. For graphs of the form B2
n×l, which we described above, we have

following bound on the second eigenvalue:

0 < λ2(B
2
n×l) ≤ 2

Proof. Now we need to label graph B2
n×l first. For graph Gn,1, we know that there

is a vertex which is attached to another vertex in graph Gn,2; we label this vertex
as n. All other vertices in the graph Gn,1 can be labeled from 1 to n − 1 without
repeating. For graph Gn,l, we know that there is a vertex which is attached to an-
other vertex in graph Gn,l−1; we label this vertex as n(l− 1)+1. All other vertices
in the graph Gn,l can be labeled from n(l−1)+2 to nl without repeating. For every
graph Gn,i where 2 ≤ i ≤ l− 1, we know that there is a vertex which is attached to
another vertex in graph Gn,i−1. We label this vertex as n(i − 1) + 1, and there is
a vertex which is attached to another vertex in graph Gn,i+1. We label that vertex
as ni. All other vertices in the graph Gn,i can be labeled from n(i−1)+2 to ni−1
without repeating.
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We notice that B2
n×l is connected. Hence we have

λ2(B
2
n×l) > 0.

Also, we notice that if we take away an edge (n, n+ 1) from graph B2
n×l, then we

get a new graph B̃2
n×l = B2

n×l \ (n, n− 1), which is not connected. Thus, we have

λ2(B̃
2
n×l) = 0

From Theorem 3.2, we know that

0 = λ2(B
2
n×l) = min

(x,1)=0,x∈R

xTLB2
n×l

x

xTx

and

λ2(B̃
2
n×l) = min

(x,1)=0,x∈R

xTLB̃2
n×l

x

xTx
.

Notice that

λ2(B
2
n×l) = min

(x,1)=0,x∈R

xTLB2
n×l

x

xTx

= min
(x,1)=0,x∈R

1

xTx

∑
(a,b)∈B2

n×l

(x(a)− x(b))2

≤ min
(x,1)=0,x∈R

 ∑
(a,b)∈B2

n×l,

(a,b)̸=(n,n+1)

(x(a)− x(b))2

xTx
+

(x(n)− x(n+ 1))2

xTx


= min

(x,1)=0,x∈R

 ∑
(a,b)∈B̃2

n×l

(x(a)− x(b))2

xTx
+

(x(n)− x(n+ 1))2

xTx


= min

(x,1)=0,x∈R

 ∑
(a,b)∈B̃2

n×l

(x(a)− x(b))2

xTx
+

(x(n)− x(n+ 1))2

xTx


= min

(x,1)=0,x∈R
(I1 + I2)

where

I1 =
∑

(a,b)∈G̃2
n×l

(x(a)− x(b))2

xTx
and I2 =

(x(n)− x(n+ 1))2

xTx
.

Notice that I1 is the same as

0 = λ2(B̃
2
n×l) = min

(x,1)=0,x∈R

xTLB̃2
n×l

x

xTx
=

1

xTx

∑
(a,b)∈B̃2

n×l

(x(a)− x(b))2.
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We have the following bound for the denominator of I2:

xTx =

a=nl∑
a=1

(x(a))2

≥ (x(n))2 + (x(n+ 1))2

=
1

2
(x(n))2 +

1

2
(x(n+ 1))2 +

1

2
(x(n))2 +

1

2
(x(n+ 1))2 − x(n)x(n+ 1) + x(n)x(n+ 1)

=
1

2
((x(n))2 + (x(n+ 1))2 + 2x(n)x(n+ 1)) +

1

2
((x(n))2 + (x(n+ 1))2 − 2x(n)x(n+ 1))

=
1

2
(x(n) + x(n+ 1))2 +

1

2
(x(n)− x(n+ 1))2

≥ 1

2
(x(n)− x(n+ 1))2.

We now use this to bound the second term.

(x(n)− x(n+ 1))2

xTx
≤ (x(n)− x(n+ 1))2

1
2 (x(n)− x(n+ 1))2

= 2.

Adding two terms together gets us

λ2(B
2
n×l) ≤ 2.

Thus, the result is proven.

Remark 1. The upper bound in the inequality above cannot be improved. We notice
that when G2

1×2 = P2, we know that the graph P2 is constructed by connecting
two identical graphs G1,1 together, where G1,1 is a single vertex. Then we have
λ2(G

2
1×2) = 2, so equality is achieved.

7 Conclusion and future work

Our work from section 4 to section 6 went through various different graphs. We
noticed that for the Kn type of graphs Dm

n , we have the approximate bound
λ2(D

m
n ) ∼ 1

n . We also observe that when n and m increase the second eigen-
values decrease. Similarly, for D2×k

n , we have λ2(D
2×k
n ) ∼ 1

n , and when n increases
the second eigenvalues decrease too.

We noticed that for Sn type graphs, Sm
n , we still have λ2(S

m
n ) ∼ 1

n . This is
expected because star graph is a type of complete bipartite graph K1,n−1, and com-
plete graphs can also be complete bipartite graphs depending on the choice of n.
But the Tn type of bridge graph is different from the first two types of graphs. We
noticed the lower bound of the second eigenvalues of Tm

n and T 2×k
n and T l

n× are all
dependent on log(n + 1). Also, the upper bound is still asymptotically dependent
on 1

n .
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From the above proofs, we noticed that the test vector method is a very good
technique for upper bound of the eigenvalues. This is because theorem 3.2 enables
us to find a test vector which is orthogonal to the first eigenvector, and from theo-
rem 3.3 we know that the first eigenvector is 1. It’s also important to use theorem
6.4, which bounded general bridge graphs B2

n×l. Now we are curious what will hap-
pen if we construct a bridge graph like B2

n×∞. It will not be the same as the case
when l is finite because we can’t count the vertices one by one anymore. However,
we still want to know if the results are somewhat similar.

Our future work will be constructing infinite bridge graphs. Now we can start
from some basic definition and related theorems.

Definition 6. An infinite graph G = (V,E) is a graph which has a countably
infinite number of vertices. Infinite Bridge graphs Gm

n×∞ are constructed by using
path graphs, Pm with n ≥ 2, and gluing together a countably infinite number of
identical finite graphs on each end of the paths. Usually we can find an invertible
map from vertex set V to Q. We only discuss unweighted graphs.

For infinite graphs we cannot use adjacency matrices anymore. Now we are
seeking a substitution of matrices to associate our graph with an operator. Defi-
nitions of operators related to infinite graphs are mentioned by other authors like
Bojann Mohar[4] and Dragos M. Cvetokvic[3], and Ayadi Hela[5] also defined the
Laplacian Operator. But since we are only interested in infinite bridge graphs,
we will use a different definition than other authors. The following is an example
formed by attaching a countably infinite number of K8 graphs together:

Definition 7. The space ℓ2(N×N) is defined as the space of sequences {xi,j}i.j∈N
such that ∑

N×N
|xi,j |2 < ∞.
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Definition 8. The adjacency operator M of a weighted graph G = (V,E) is defined
as operator with the following entries

M(a, b) =

{
1 (a, b) ∈ E

0 (a, b) /∈ E.

Notice that {M(a, b)}a,b∈N forms a sequence.

Definition 9. The degree operator D of a graph G = (V,E) is a diagonal matrix
whose entries are given by

D(a, b) =

{
d(a) a = b

0 a ̸= b.

Like before, {D(a, b)}a,b∈N forms a sequence.

Definition 10. The graph laplacian operator L of a graph G is defined to be

L = M −D,

where the subtraction operation is subtracting corresponding elements in each se-
quence.

Theorem 7.1. The adjacency operator, degree operator and laplacian operator are
all linear operators.

Proof. The proof is straightforward from the definition of the operators.

Theorem 7.2. For the laplacian operator LG : X → Y with X ,Y ⊂ ℓ2(N), where
G is a bridge graph, L is a well defined mapping.

Proof. We notice that for a ∈ VG, we have

Lx(a) =
∑

b∈N(a)

(x(a)− x(b)).

Since we assume that x ∈ ℓ2(N), we know there is an M such that (
∑∞

a=1 ∥a∥2)
1
2 <

M for some M > 0. Since G is a bridge graph, then we know that for every vertex
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a, then a has a finite number of vertices in its neighborhood. Hence we have

∥y∥2 = ∥Lx∥2

=

 ∞∑
a=1

∑
b∈N(a)

(x(a)− x(b))2

 1
2

≤

( ∞∑
a=1

m · max
b∈N(a)

{
∥a∥22, ∥b∥22

}) 1
2

≤

( ∞∑
a=1

m2∥a∥22

) 1
2

= m∥Lx∥2
< mM.

Hence from the second last line of the above equations we get that Laplacian oper-
ator LG is a bounded operator and y ∈ ℓ2(N).

The following definitions are from Elias M. Stein and Rami Shakarchi[2].

Definition 11. For a graph operator T , if we have

Tϕ = λϕ,

then we call λ the eigenvalue and ϕ the eigenvector corresponding to eigenvalue λ
for operator T .

Definition 12. We say λ ∈ R is in the spectrum of A if A − λI has no bounded
inverse. The spectrum is denoted by σ(A) where σ(A) ⊂ R, and the resolvent set
for A is ρ(A) = R \ σ(S).

Our future work will be about the spectrum of Laplacian operator.

33



References

[1] Dan Spielman. Spectral and Algebraic Graph Theory, 2019.

[2] Elias M. Stein and Rami Shakarchi. Functional Analysis: Introduction to Fur-
ther Topics in Analysis. Princeton University Press, 2011.

[3] Dragos M. Cvetokvic, Michael Doob, Ivan Gutman, Aleksandar Toragasev.
Recent Results in the Theory of Graph Spectra. Elsevier Science Publishers
B.V., 1988.

[4] Bojan Mohar and Wolfgang Woess. A Survey on Spectra of Infinite Graphs.
Bull. London Math. Soc. 21 (1989) 209-234, 1989.
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