A seasonal behavioral stock buying pattern in the United States stock exchange.
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Humans, like all life, are sensitive to their environment. Human and animal individuals can be
triggered into impulsive and even violent activities from spikes in serum serotonin. Serum histamine
level is directly proportional to environmental allergen levels producing dreaded seasonal allergic
symptoms. But serum serotonin level, or the control of the level, is inversely proportional to serum
histamine levels. Examples are presented where analysis over time of stock buying, as measured in
the daily closing level of the United States stock exchange, shows a seasonal “|” shaped pattern that
correlates with serotonin falls and spikes (histamine spikes and crashes) induced by the rise and fall
of environmental allergens. A logical predictive strategy is thus presented where, excluding very
large shocks like wars, market players could “buy low” an exchange-traded fund (ETF) i.e., indexed
“stock,” every fall season (between August 25 to September 5) and then subsequently “sell high”
(between October 17 and October 31) as increased serotonin in the aggregate population leads to the
increase in impulsive and speculative (over-confident) stock buying before “normalizing” around
November.

“We are all animals, my lady. Most are too afraid to see it!”
-- Darkness -- Legend

“In all the known history of Mankind, advances have been made primarily in physical technology; in the capacity
of handling the inanimate world about Man. Control of self and society has been left to chance or to the vague
gropings of intuitive ethical systems based on inspiration and emotion... Psychohistory was the quintessence of
sociology; it was the science of human behavior reduced to mathematical equations. The individual human
being is unpredictable, but the reactions of human mobs, Seldon found, could be treated statistically.”

-- Isaac Asimov -- Second Foundation

"We human beings are part of nature and therefore we are more likely to find out about our ‘inner’ nature, to
understand ourselves, by looking outside ourselves, at our role and place as animals. In John Gray’s words, ‘A zoo
is a better window from which to look out of the human world than a monastery.” This is not paradoxical, and
without some such realignment of approach, the modern incoherence will continue.”

-- Peter Watson -- Ideas a history of thought and invention, from fire to Freud

“Wouldn't economics make a lot more sense if it were based on how people actually behave, instead of how they
should behave?”
-- Dan Ariely -- Predictably Irrational: The Hidden Forces That Shape Our Decisions

"Pages and pages of data... efficiency functioning on multiple levels and in multiple dimensions... there it was all
the time, staring you in the face. Buried within the message itself."
-- S.R. Hadden -- Contact

Serotonin: ...serotonergic neurons play an important part in a variety of psychiatric conditions from anxiety
disorders to schizophrenia as well as behavioral impulse-related disorders (violence, substance abuse, obsessive
control, gambling, etc....)

Humans, like all life forms, are sensitive to their environment. So much so, in fact, that mentally ill or
mentally unstable individuals can be triggered into impulsive and violent activities (Fig. 1) from spikes in
serum serotonin (Cetin et. al., 2017). But serotonin spikes also affect “normal” humans as well. Also, serum
histamine levels are directly proportional to environmental allergen levels producing the obvious and
dreaded seasonal allergic reaction symptoms. But serum serotonin level, or the control of the level in the
brain, is inversely proportional to serum histamine levels (Hough, 1999, and Munari et. al., 2015, and Ryo et.
al,, 2006). Also note that male humans have 52% more serotonin than females (Nishizawa et. al., 1997).



Analysis over time of stock market stock buying, as measured in the daily closing level of the United
States stock exchange (also the S&P 500 and Dow Jones Industrial Average indexes), shows a seasonal “J”
shaped pattern that correlates with serotonin falls and spikes (histamine spikes and crashes) induced by the
rise and fall of environmental allergens (Fig 2.).

Alogical predictive strategy is thus presented where, excluding very large shocks like wars or
Presidential election scandal before November voting day, or in our specific analysis presented here, the
removal of the 2008 financial crisis and the 2020 global pandemic impact from covid-19, market players
could “buy low” an exchange-traded fund (ETF) i.e., indexed “stock,” every fall season (between an
approximate date range of August 25 to September 5) and then subsequently “sell high” (between an
approximate date range of October 17 and October 31) as increased serotonin in the aggregate population
leads to the increase in impulsive and speculative (over-confident) stock buying before “normalizing” back to
the normal regression curve around November 1 each year.

A scientific motto, often demonstrated to be true, is that “biology drives psychology.” The advent of
near real-time tracking of allergen levels in given cities has led to a possible predictive model from known
human serum biochemistry of histamine and serotonin interactions versus observed year-over-year acts of
violence a la mass shootings from mentally unstable individuals or even stock market overly optimistic
buying akin to impulsive gambling. “Normal” individuals can be observed and analyzed tracking simple
impulsive behaviors from similar, albeit manageable, increases in blood serum serotonin levels leading to
excess confidence and risk taking from the biochemistry of the associated crash in airborne allergens of
pollen that thus lowers serum histamine levels.

Examples of the phenomena can be seen in both fall and spring allergy seasons but the fall season
with ragweed is very consistent with the dates of start, peak, and end each year while the spring season
involves various trees that pollenate and the start, peak, and end can vary by a month or so given the length of
a year’s winter. The fall “]” shaped event is also more obvious and significant in size compared to spring
example events. The fact that fall pollen start and stop dates “moves” down the latitudes (spring moves up)
still only leads to a date range that is a most 10 days to two weeks in length and this can be seen in examples.
Fall and spring of 2020 and 2021 are shown (Fig 3.) with the original graph followed by the diagramed graph
for comparison. The same is done using the years 2004 and 2005 (Fig. 4) to show fall season buy and sell
ranges and the “|” shaped drop and larger increase. Note it is interesting to observe that the market almost
never fully drops below the higher level reached at the top of the “].” Part of this is growth in human
population, investors, and transactions but this could also help explain the aggregate growth in the stock
market period; perhaps human bias is too optimistic. Also if our assumed correlation with
pollen/histamine/serotonin/stock buying is accurate, then note how exogenous factors like climate change
(increases number of pollination weeks before frost), antidepressant (selective serotonin uptake inhibitor
SSRI) medications and even gym related exercise, stimulants, and steroids could all in theory have an effect
on a population of investors or stock traders that in the end are still making a decision or bet with serotonin
influencing their judgment to one degree or another whether any individual actor understands or admits this.
Note too that this investment strategy must involve and indexed stock as any individual stock is too
correlated with events specific to a given company or industry versus the aggregate effect noticed at scale
with the entire market and with indexed stocks.

The goal of this essay is only to propose the possible correlation and to promote additional
considerations for behavioral economics if not environmental, sociological, bio-chemical, psychological
economics or finance research. The data exists so that experienced analysts can do full regression analysis to
carefully exclude minor shocks and to compare every annual season as far back as the data allows to confirm
or refute the given hypothesis with formal regression analysis. Thus, the limitations of this proposal are
known and understood in depth.

An example analysis is done using closing daily stock market data from 1915 to 2019. Years 2008
and 2020 are removed as outliers leading to excessively low closing values from exogenous events. As a
model to proxy the hypothesis, the BUY LOW day is chosen to be the last day of August for each year and then
SELL HIGH day is chosen to be the last day of October for each year. The difference between the last market
day in October price minus the last day in August price per the hypothesis should be a positive value with
statistical significance with at the very least a weak direct relationship. Removing 2008 and 2020 shocks that
is the observed result from basic linear regression analysis using Microtrends.net data (Fig. 5-10).



Figures

Fig 1. Fall ragweed pollen levels by city listed by decreasing latitude vs serotonin (mass shootings).

Polien Concentration

Location, latitude, % abunda (€) Ambrosia, 2003-2017 (pollen grains/m’)
Minneapolis MN, 450N, 1.2%
Rochester NY, 432N, 3.9%
Madison WL, 431N, 2.2%
London ON, 43 0N, 1.7%
Erie PA_ 42.1N. 1.2%
MelrosePark IL. 41.9N. 1.0%
Waterbury CT, 814N, 0.6%
Bellevue NE, 411N, S 9%
York PA, 400N, 12%
Dayton OH, 39.7N, 3.0%

Baltimore MD, 393N, 1.2%
KansasCity MO, 391N, 10.2%
Washington DC, 38 9N, 0.5%

ColoradoSprings €O, 388N, 1.1% | | |
SaintLouis MO, 3B.6N. 2.1%
Springfield MO, 37.2N, 2.5%

Tulsa OK, 361N, 9.2%
OklahomaCity2 OK, 35.5N, 5.1%
OklahomaCityl OK, 35.5N, 10.

Greenville SC, 349N, 0.9% ||

Atlanta GA, 338N, 1.1%

Waco TX, 316N, 13.3%

CollegeStation TX, 30.6N, 6.7%
Austin TX, 303N, 5.5%
Houston TX, 29.8N, 5.6%
SanAntonio2 TX, 264N, 3.0%

Jan  Fed Mar

10/1/17 Las Vegas, NV 36.IN
10/27/18 Pittsburgh, PA 40.4N
11/5/17 Southerland Springs, TX 29.2N

Source: https:/nk spanger.com article 10.1007/510453-019-09601-2



Fig 2. BUY/SELL strategy timeline dates vs fall seasonal allergen/histamine/serotonin levels.
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Fig 3. Original and overlay of Fall 2020 to Spring 2021 of Dow Jones (D]JIA) index vs pollen/serotonin.
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Fig 4. Original and overlay of fall 2004 and 2005 S&P 500 vs serotonin vs BUY/SELL date ranges.
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Fig 5. Final regression using all years from 2015 to 2019 removing the years 2008 (global financial
crisis exogenous hit) and 2020 (covid19 global pandemic) as both are considered large overwhelming
outliers. Doing so then leads to a p-value that rejects null hypothesis.

Source: https: //www.statskingdom.com/linear-regression-calculator.html

Regression ANOVA

Howver over the cells to see the formulas.
Source DF Sum of Square Mean Square F Statistic (dfy,df;) P-value
Regresslon 1 732502.624 732502624 7.9882 (1,102) 0005666

(between {; and § )

Residual 102 9353189.911
(between y; and §;)

Total (between y; and §) 103 10085692.53 97919.345

1. Y and X relationship

R Square (RY equals 0.07263. It means that 7.3% of the variability of Y is exelained by X,
correlation (R) equals 0.2695. It means thalthere is a weak direct relationship between ¥ and Y. I Distribution: F(df1:1,df2:102)

2. Goodness of fit

Overall regression: right-tailed, m p-value = 0.005666, Since p-value < a m we reject the Hy.

The linear regression model, ¥ = bg+ byX + g provides a better fit than the model without the independent variable resulting 08
in Y =hp+e - -

The Slope (a): two-tailed, T(102)=2.8263, p-value = 0.005666. For one predictor it is the same as the p-value for the overall e
madel,

The Y-intercept (b): two-tailed, T(102) = -2.8003, p-value = 1.9939. Hence b is not significantly different from zero. It is still
mast likely recommended not to force b to be zero.

04

3. Residual normality

The linear regression model assumes normality for residual errars, Shapire will p-value equals 2.598e-11. It is assumed that 02

the data is not normally distributed.But since the sample size is large, it should not adversely affect the regrassion model.

4. Qutliers 00

Outliers may affect the regression line. 2 4

If the distribution of the residuals is normal, then the probability of detecting 6 valid outliers er more would be 1.

You should only remon rou identify them as errors! = 1-80 = slalistic = (a)



https://www.statskingdom.com/linear-regression-calculator.html

Fig. 6. Data using all years including 2008 and 2020 (1915 to 2020) (below):
Source: https://www.statskingdom.com/linear-regression-calculator.html

Regression line equation
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Y =-1332.9407+0.6824X
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Interpretation of the results

Regression ANOVA
Hover over the cells to see the formulas.

Source DF Sum of Square

Regression 1 46216521
(between . and 7)

F Statistic (dfy,df) P-value
0.2539 (1,104) 06154

Residual 104
(between y, and §)

Total (between y, and §) 105

1. Y and X relationship

R Square (R?) equals 0.002436. It means that 0.2% of the variability of Y is explained by X.

correlation (R) equals 0.04935. It means that there is a very weak direct relationship between X and Y. Distribution: F{df1:1,d12:104)

10
2. Goodness of fit
Overall regression: right-tailed, F(1,104) = 0.2539, p-value = 0.6154. Since p-value > a (0.05), we accept the Ho.
The linear regression model, Y = bo+ byX + & doesn't provide a better it than the model without the independent variable 08
resultingin. ¥ = b + &
The Slope (a): two-tailed, T(104)=0.5039, p-value = 0.6154. For one predictor it is the same as the p-value for the overall
model, 06
The Y-intercept (b): two-tailed, T(104) = -0.5002, p-value = 1.382. Hence b is not significantly different from zero. It is still
most likely recommended not to force b to be zero. 5
3. Residual normality
The linear regression model assumes normality for residual errors. Shapiro will p-value equals 5.107e-15. It is assumed that oz R
the data is not normally distributed.But since the sample size is large, it should not adversely affect the regression model,
4. Outliers ‘[
00 4
Outliers may affect the regression line. 2 4
If the distribution of the residuals is normal, then the probability of detecting 3 valid outliers or more would be 0.9969.
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S5 Hx)?
67724.76
by =————= 06824
99242.5
bg =9 - byk
% = 1967.5
§ = 97145

bo = 9.7145 -0.6824"1967.5 = -1332.9407
2 = SShegression (-9 462165213
SSww  E(y,-y) 1897606663

0002436


https://www.statskingdom.com/linear-regression-calculator.html

Fig. 7. Allyears (1915-2019) removing 2008 and 2020 outlier exogenous shocks (below): Now we
can reject the HO null hypothesis:

Source: https://www.statskingdom.com/linear-regression-calculator.html

Regression line equation

Y =-5417.8971+2.7803X

Regression line
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Interpretation of the results

Regression ANOVA

Hover over the cells to see the formulas.

Source DF F Statistic (dfy,df;) P-value
Regression 1,102) 0.005666
(between §and )

Residual 97.940;

(between y; and §)

Total (between y, and §) 103

1.Y and X relationship
R Square (R?) equals 0.07263. It means that 7.3% of the variability of Y is explained by X.

correlation (R) equals 0.2695. It means that there is a weak direct relationship between X and Y. Distribution: F(df1:1,412:102)
10

2. Goodness of fit

Overall regression: right-tailed, F(1,102) = 7.9882, p-value = 0.005666. Since p-value < a (0.05), we reject the Ho

The linear regression model, Y = bgs byX + & provides a better fit than the model without the independent variable resulting 08

inYmbg+e

The Slope (a): two-tailed, T(102)=2.8263, p-value = 0.005666. For one predictor it is the same as the p-value for the overall
06

model

The Y-intercept (b): two-tailed, T(102) = -2.8003, p-value = 1.9939. Hence b is not significantly different from zero. It is still
most likely recommended not to force b to be zero.

3. Residual normality

The linear regression model assumes normality for residual errors. Shapiro will p-value equals 2.598e-11. It is assumed that
the data is not normally distributed.But since the sample size is large, it should not adversely affect the regression model.
4. Outliers

Outliers may affect the regression line, 2 4 6
If the distribution of the residuals is normal, then the probability of detecting 6 valid outliers or more would be 1

You should only remove outliers if you id
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Calculation
V= by +biX
by oS TR
sS,
2634654179
94762.8365
b = § - byk
X = 1966.6058
7 =49.7802
bg = 49.7802 -2.7803"1966.6058 = -5417.8971
g2 o SShegresion X(91-9)° 732502624
SSwe H(y,-§)° 10085692.53

= 27803

=0.07263
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Fig. 8. Regression Test
Source: https://www.socscistatistics.com/tests/regression/default.aspx

Linear Regression Calculator

For your data, the regression equation for Yis:

§=0.68242X- 1332.94074

As you can see the output from this calculator is fairly verbose. Mostly it should be self-explanatory, but you
should note that any apparent discrepancies in calculations are because rounding is used for the purposes
of display, but not for the calculations themselves.

If you wish to perform a further calculation, it is necessary to hit the reset button at the bottom of the page.
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Fig 9. Excel results using same data where original data has 2008 and 2020 removed. Last day
market day of August is used as BUY LOW indexed price and the last market day of October is used as
the SELL HIGH index price. The October price minus the August price (indexed closing level) is the
gain. This gain is analyzed year over year where the weak direct positive relationship is seen as

expected.

Source: How to Add a Regression Line to a Scatterplot in Excel (statology.org)
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Fig. 10. Original Data Set
Source: https://www.macrotrends.net/charts/stock-indexes and
https://www.macrotrends.net/charts/stock-indexes

MacroTrends Data Download
Dow Jones Industrial Average: Daily Closing Values

Disclaimer and Terms of Use: Historical data is provided 'as is' and solely for informational purposes, not for trading purposes or advice.

MacroTrends LLC expressly disclaims the accuracy, adequacy, or completeness of any data and shall not be liable for any errors, omissions or other defects in,
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8/31/1915 81.2 10/30/1915 95.34 1915 14.14
8/31/1916 92.25 10/31/1916 104.61 1916 12.36
8/31/1917 83.4 10/31/1917 74.5 1917 8.9
8/31/1918 82.46 10/31/1918 85.51 1918 3.05
8/29/1919 104.75  10/31/1919 118.92 1919 14.17
8/31/1920 86.16 10/30/1920 85.08 1920 -1.08
8/31/1921 67.11 10/31/1921 73.21 1921 6.1
8/31/1922 100.78  10/31/1922 96.11 1922 -4.67
8/31/1923 93.46 10/31/1923 88.53 1923 -4.93
8/30/1924 104.14 10/31/1924 104.06 1924 -0.08
8/31/1925 141.18  10/31/1925 155.65 1925 14.47
8/31/1926 162.51 10/30/1926 150.76 1926 -11.75
8/31/1927 189.79  10/31/1927 181.73 1927 -8.06
8/31/1928 240.41 10/31/1928 252.16 1928 11.75
8/30/1929 380.33  10/31/1929 273.51 1929 -106.82
8/29/1930 240.42  10/31/1930 183.35 1930 -57.07
8/31/1931 139.41 10/31/1931 105.43 1931 -33.98
8/31/1932 73.16  10/31/1932 61.9 1932 -11.26
8/31/1933 102.41 10/31/1933 88.16 1933 -14.25
8/31/1934 92.86 10/31/1934 93.36 1934 0.5
8/31/1935 127.89  10/31/1935 139.74 1935 11.85
8/31/1936 166.29 10/31/1936 177.19 1936 10.9
8/31/1937 177.41  10/30/1937 138.17 1937 -39.24
8/31/1938 139.27  10/31/1938 151.73 1938 12.46
8/31/1939 134.41 10/31/1939 151.88 1939 17.47
8/31/1940 129.42  10/31/1940 134.61 1940 5.19
8/30/1941 127.7 10/31/1941 117.82 1941 -9.88
8/31/1942 106.33  10/31/1942 114.07 1942 7.74
8/31/1943 136.62 10/30/1943 138.27 1943 1.65
8/31/1944 146.99  10/31/1944 146.53 1944 -0.46
8/31/1945 174.29  10/31/1945 186.6 1945 12.31
8/30/1946 189.19  10/31/1946 169.15 1946 -20.04
8/29/1947 178.85  10/31/1947 181.81 1947 2.96
8/31/1948 181.71 10/30/1948 188.62 1948 6.91
8/31/1949 178.66  10/31/1949 189.54 1949 10.88
8/31/1950 216.87 10/31/1950 225.01 1950 8.14
8/31/1951 270.25 10/31/1951 262.35 1951 7.9
8/29/1952 275.04  10/31/1952 269.23 1952 -5.81
8/31/1953 261.22  10/30/1953 275.81 1953 14.59
8/31/1954 335.8 10/29/1954 352.14 1954 16.34
8/31/1955 468.18 10/31/1955 454.87 1955 -13.31
8/31/1956 502.04 10/31/1956 479.85 1956 -22.19

8/30/1957 48435 10/31/1957 441.04 1957 -43.31
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34.59
-17.81
-45.63
-16.02
-19.41
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69.01
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0.7
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-17
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16528.03
18400.88
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25964.82
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17663.54
18142.42
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1135.51
-258.46
1429.14
-849.06
642.95
-1928.45
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