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Abstract— Patient pooling has been a major problem in the 
field of drug discovery and drug investigation. Even what is 
more daunting, is to provide a large scale solution for the clas-
sification of diseases and find side effects of personalised  or 
precision medicine by clustering the pool and find similar in-
vestigations for pharmacovigilance, drug discovery and preci-
sion medicine. This can be solved by generating patterns   
through machine learning and deep learning models to find the 
common pools of similar pattern and diagnosis from clusters 
and distribute it by mobile application for the large scale pa-
tients clustering.This method is presented for Precision medi-
cine, Pharmacovigilance and Drug discovery. Patients raw data 
is processed for classification and for personalised medicine. 
Patients collective information stored in database warehouses 
for clustering and applying advanced machine learning models 
on it will help in pharmacovigilance and early information 
regarding demographic disease epidemics. Patients diagnosis 
clustering can help to find out the pattern for drug discovery 
with respect to the geographical location and similar charac-
teristics which have been found effective and will reduce time 
in drug discovery.          

Keywords—precision medicine, machine learning, AI, drug 
discovery, pharmacovigilance, disease epidemics, drug discovery, 
mobile application. 

I. INTRODUCTION  
The demand of the medical analysis for pharmaceuticals, 

drug discovery, pharmacovigilance, personalised and preci-
sion medicine requires more refined accurate and  processed 
data for better treatments now and collection of data for near 
future. Patients, today have a discreet pattern of  their treat-
ment findings which makes it more and more difficult to 
discover drugs and medicines, also making it all time con-
suming. Another fact is pharmacovigilance which  requires 
help to monitor the patients and find out any side effects of 
the drugs for a particular region. Real Time Patient Cluster 
(RTPP) is a collective solution which helps in many cases 
and provides real time analysis for healthcare solutions. 

Precision medicine is one of the most promising initia-
tives for the medical future. It is patient-centric, where his 
genome decides the successful treatments and therapeutics. 
The patient places his treatment through the genetic infor-
mation, lifestyle and environmental conditions in which he 
lives. Personalised medicine shifts the tailoring of medical 
approach and treatment to the characteristics and diagnosis 
of each patient and is expected to become the paradigm of 
future healthcare. Precision medicine is an initiative that 
includes a diverse field of study from biotechnology, phar-
macogeonomics, pharmacoproteomics and computer sci-

ence. For every, precise methods, there requires to have a 
relationship between all the diagnosis of a particular human 
being which is called Inter Diagnosis Relationships (IDRs) 
which is sub clustering of an individuals data to have accu-
rate and precise information respective of the diagnosis.   

 

Pharmacovigilance has been challenging for pharmaceu-
tical industries as the population grows and so does the 
medicine. Also, with sudden weather and geographic 
changes, it's getting hard for teams to monitor the products 
and asses them. With Real Time Patient Pooling, data is 
carefully monitored and can be refined by more advance 
machine learning algorithms. This clustered data will help 
pharmacovigilance teams to collect, detect, assess, monitor 
and prevent any pharmaceutical product before any big 
harm[1]. 

  Drug discovery has been a more daunting challenge 
due its time consumption in discovering molecules and find-
ing out more information about new molecule or drug. Drug 
discovery requires a lot of time because of data gathering 
and finding pattens in a clustered group for the epidemic 
diseases.  
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II. RELATED WORK 
There has been many ongoing research and break-

throughs in the field of machine learning, artificial intelli-
gence and mass data gathering in healthcare sectors. Many 
researchers have done work in disease prediction and detec-
tion. approaches for these challenges are more streamlined, 
exposing new digital clinical endpoints and treatment re-
sponse of biomarkers with close and efficient monitoring 
(such as circulating tumour DNA), improving safety and 
efficacy while reducing toxicity and adverse effects and 
greater insights into the patient journey via sensors, and low 
cost imaging. Securing, standardizing, and enhancing rou-
tinely collected electronic health data as a source of credible 
medical evidence can facilitate the organization of clinical 
trials at the point-of-care and should serve to improve the 
clinical development process [2]. Machine learning to pre-
dict accurate and precise pharmaceutical properties of mole-
cular compounds and targets for drug discovery [3] . deep-
learning models on multidimensional data sources such as 
combining genomic and clinical data to predict new predic-
tive models [4].MIT Workshops discussed new pathways set 
up by regulatory agencies for evaluation and adoption of AI 
and ML in clinical development. For example, in 2016, the 
21st Century Cures Act was signed into law, a significant 
bipartisan legislative achievement aimed at accelerating the 
discovery, development, and delivery of new cures and 
treatments was highlighted. FDA’s current strategic policy 
places works on leveraging innovation and research, ad-
vancing digital health technologies, and developing next-
generation artificial intelligence approaches to improve 
health care, it’s access, and provide public health goals.   

Major clinical guidelines, while advocating evidence-based 
suggestions, are not highly personalized to the pathophysi-
ology of individual patients and fundamentally use a stan-
dard universal approach at the individual level for the clus-
ters of the data clustered. For pharmacovigilance, It can be 
stated as : 
“It is based on processed data from many sources (including 
observations and experiments), which suggests an associa-
tion (either adverse or beneficial) between a drug or inter-

vention and set of related events (e.g., a syndrome); (ii) it 
represents an association that is new and important, and 
has not been previously investigated and refuted. It demands 
investigation, being judged to be of sufficient likelihood to 
justify verify and, when necessary, act on remedial 
actions” [7]. 
pharmacogeonomics and omics are integrated by technolo-
gies will have the potential to identify genetic signals and 
patterns that are predictive of response or shows adverse 
outcome to particular drugs, and guide selection for a given 
individual. research in this field will enhance our under-
standing of how to maximise the deploy of various other 
drug classes to optimize the effects  response at the individ-
ual level [8]. The  machine learning and information pooling 
for detecting adverse reactions is explored and tested in 
pharmacovigilance generally but may have limited applica-
tion to drugs due to lack of cluttered data. Sources may be 
infrequently used as communication channels by patients 
with rare disease, and adverse drug reactions or their care-
givers or by health care providers; any adverse reactions 
identified are likely to reflect is known about safety of the 
drug from the network that grows up around these patients 
[9]. 

    

III. PROPOSED MODEL 
A.   Mobile application  

Mobile applications are getting more easily accessible 
throughout the world by an estimation that there is 2.71 bil-
lion smartphone users in the world today – This data means  

that in the world of communication, 35.13% of 
the world's population have a smartphone today [11]. Acces-
sibility for research and medicine has been increased expo-
nentially. Mobile applications are more in reach and collects 
more precise data like locations, sleeping and sitting activi-
ty.  
These applications can be integrated with other applications 
to get clinical as well as molecular data.The security for data 
collection can be based on a centralised system as well as on 
a decentralised quorum based blockchain system. 
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Fig 3 explains the working of applications for collecting 
data and send them to cloud based infrastructure for pro-
cessing. 
  

B.  Data Preprocessing 
      
Data considered for preprocessing to remove the curse of 
dimensionality by selecting a selected number of data vari-
ables and finding out dimensions which are considered for 
further evaluation. Every individuals variable is collected 
and at first processed for optimising dimensions and identi-
fying major dimensions which have more weight for inves-
tigative studies in Precision medicine, Drug discovery and 
Pharmacology.  
Dataset of particular individual will have n dimensions 
which will be determine according to the diagnosis and the 
variables which shows more effect. The dataset is reduced 
using P value. Usually, if the P value of a data set is below a 
certain pre-determined amount (like, for instance, 0.05), we 
reject the "null hypothesis" of the experiment. We rule out 
the hypothesis that the variables of 

  
their experiment had no meaningful effect on the results. 
Today, p values are usually found on a reference table by 
first calculating a chi square value. 
 p values is calculated by : 
   
   
  e = expected values 
  o = original values 

Algorithm for the variable elimination is done by the back-
ward elimination method.  
   
C.  Architecture 

The modules of the model were trained in a joint simulation. 
This architecture follows a 3 stage data modelling and pro-
cessing and training datasets with regards to the prepro-
cessed model selected. 

Drug Discovery : Drug discovery follows up a with vari-
ables which are important for work in drug discovery. 
Datasets are encoded with regards to the model and the hy-
pothetical and dummy variables will be removed from the 
dataset. Data are more focused on the development of drugs 
and molecule reactions on the body.We have integrated dif-
ferent techniques and data sources in order to build a classi-
fier whose outcome is a therapeutic class for a given 
drug[10]. The classified data is sent for more accurate and 
precise clustering of data. The clustering algorithm used as 
classification for the development of the model. This model 
classify similar clinical data for the molecular drug discov-
ery or for early disease epidemics.  

Precision Medicine : PM is very related to Pharmacogeo-
nomics. Pharmacogeonomics is the study of genes affect on 
response to drugs. By using information about your genetic 
makeup, we can avoid the errors  and trials in our patients. 
Using Pharmacogeonomics we manage a better way in us-
ing medicaments towards the current disease. So we lead the 
current medicaments into precise medicaments. the right 
drug, in the right time for the right patients, helps  beating 
medicaments resistance.  
Our understanding of disease mechanisms and gene func-
tion, information from patients’ DNA can now also be used 
to provide diagnostic testing, inform therapeutic strategies 
and design preventative interventions tailored to the indi-
vidual.9 DNA analysis has also led to expansion of pharma-
cogeonomics, through which drugs are prescribed based on 
information from a patient’s genome, which tells clinicians 
how a patient will respond to a particular treatment. 
The preprocessed will solely focus on the clustering of clas-
sified data for more accurate clusters. These cluster depends 
upon the variables based on the pharmacogeonomics and 
environmental based variables. These data variables can be 
filtered out by individuals mobile application data filter.  

Pharmacovigilance :  Automatic monitoring of Adverse 
Drug Reactions (ADRs), are for adverse patient outcomes 
caused by medicaments, is a challenging problem that is 
currently receiving attention from the medical informatics 
community [11].  Variables in pharmacovigilance model are 
separated during data preprocessing and uses variables that 
are mostly in datasets having various drug reactions and 
cluster the similar reactions to find out the a similar pattern 
in the patients and help to find similar information among 
the clusters. This will help in detection of side effects of 
drugs in a local environment also by identifying similar pat-
terns. 

Fig. 5 explains the flowchart of the architecture of the fol-
lowing pipeline of the model. This model can be modified in 

x2 = ∑ ((o − e)2 /e)
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deep neural networks for acquiring more precise informa-
tion. 

 

D.  Machine Learning Models 

 Machine learning models are using the following models 
for the Classification and pooling of individuals data. 

Kernel SVM : Kernel SVM (Support Vector Machine) is a 
classification algorithm which is non linear version of SVM 
using the 3D space and then after classification, it is inverse 
transformed into the 2D plane with linear hyperline as the 
SVM. 
Kernel SVM uses Gaussian RBF kernel which is given as : 

   
   

  l = landmark 

With RBF kernel, the information is given more accurate 
and precise with respect to SVM. 

Kernel SVM is given on the following equations which are 
similar in every model, with respect to change of variables. 
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The conditions for kernel SVM changes with respect to the 
preprocessed data and the pooling threshold of data. Also, 
the preprocessed data only verifies if the individuals clinical 
data is true for the clustering for the pool of sub-population.  
[22] 

K-Means :  using clustering algorithms on your dataset 
helps in unexpected things to show up  like structures, clus-
ters and groupings we never thought of otherwise. 
K-Means clustering algorithm is the main algorithm which 
creates pools of individuals on the basis of location, envi-
ronment and similar patterns found in patients. It is given by 
: 

  

 

This equation determines the number of clusters required on 
the basis of multidimensional variables in the data. Also, It 
helps in finding optimal cluster for every data.  

These datasets are clustered by finding similar patterns in 
clinical, pharmacogeonomics, environment and location 
data. Each variables differentiate in every model with ac-
cordance to the need of the information, which are regarding 
drug discovery, precision medicine and pharmacovigilance.
[22] 

IV. EXPERIMENTS & RESULTS 

A. Experiment  

We experimented with 1 variant of modular architecture-one 
where we used pre-trained models to generate inputs for our 
main prediction model. To test these models, last 1000 sam-
ples from the WHO dataset were combined as single test 
dataset. This combined dataset tries to simulate a pooling for 
similar pattern in individuals for drug discovery with in-
stances of every type. Due to lack of samples in the pharma-
covigilance and precision medicine dataset, it was not con-
sidered for testing. 
The dataset was uploaded from mobile application devel-
oped on MIT app invented and called from PostrgeSQL 
database where a data was saved and called in python pro- 

 

gramming interface. The database was a report of HIV bac-
teria present in Tuberculosis  patients in 217 countries in-
cluding their environmental and location data.   
In the modular architecture, we try to obtain an accuracy 
higher than each of the independent modules. The main pre-
diction model is expected to learn to look at the predictions 
of each independent module, analyze them and make a sin-
gle final prediction. 
We used significant value of .5 and for the variables to be in 
the datasets. The p value was more than significant level, 
hence many variables were deleted to avoid curse of dimen-
sionality.  After, data preprocessing, the data is filtered and 
cleaned by removing 12 dummy variables out of 29 total 
variables. This preprocessing was done on the countries 
which had nil patients out of total countries. The final 
dataset had 60 countries with 17 variables. This model was 
fitted in kernel SVM algorithm to be processed and again 
filter out data which is not of use. The Dataset were split in 
training models and testing models with a split ratio of 0.2. 
These Datasets after modification were fitted into the K-
means clusters. The K-means clusters applied the elbow 
method for determining the number of countries and clusters 
which share similar pattern. The model was then developed 
on the given clusters with a random value of 101.   

 B.  Results 

Mobile application uploaded the file to PostgreSQL and 
then was sent to the algorithm as input. The dataset was  

preprocessed with having p values higher than 0.5 in 17 
variables out of total of 29 variables and 60 countries which 
had patients having both HIV as well as TB bacteria.  
The data when fitted in Kernel SVM and then the refined 
database provided 11 out of 12 predictions true with respect 
to the testing data.  

   

Fig 6. Explains the confusion matrix of predicted model to 
have an accuracy of 83.3%. 

The Trained dataset is sent to the K-Means clusters with 
more refined data. The algorithms predicts 6 countries to 
have patients with HIV and TB bacteria together. 

This was followed by using the elbow method to predict the 
number of clusters for the dataset. 

WCSS =
n

∑
k=1

(
k

∑
Pi:Pi ∈ k

d i s ta n ce (Pi, Ck)2))
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The algorithm successfully clustered and predicted 6 coun-
tries to have patients with HIV and TB bacteria. More data 
defined data shows to have Belarus and Ukraine having 
patients with same condition. 
Fig 8 is the predicted clusters which shows Belarus, India, 
Pakistan, Russia, Ukraine, USA have patients with HIV and 
TB bacterias. More specific Belarus and Pakistan had more 
patients with HIV and TB bacteria respectively.   

 

V. CONCLUSION 

 In conclusion, The proposed modular architecture was suc-
cessful in achieving highest accuracy with all kinds of dif-
ferent dataset. The model successfully integrated all data in 
a dataset and uploaded to database and downloaded the 
same database to make a single final prediction. Discovering 
other variants of the modular architectures and improving 
hyper-parameters of the model to increase its existing accu-
racy can be progressed. Further, when we get more datasets 
with more variables in precision medicine, pharmacovigi-
lance and drug discovery of different types of clinical, mol-
ecular, clinical and environmental data will help the model 
learn better and more variant features. The modular archi-
tecture can also be used in other fields of machine learning 
where there is a need to combine predictions from multiple 
independent variables to make a single prediction. 
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