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Abstract

In this small paper, it's deduced that for every �nite-dimensional vec-
tor space V , the i-th and the j-th dual spaces of V are isomorphic. Two
other minor lemmas are also proven: 1) Every vector space V with di-
mension n over a �eld K is isomorphic to Kn, and 2) The i-th dual space
of a �nite-dimensional vector space V is isomorphic to the i + 1-th dual
space of V .

1 Introduction

Notation:

Firstly I'll introduce the notation that will be used in this paper: N will be
denoting the set of all natural numbers, with the number 0 included. We'll
denote the dual space of a vector space V , over a �eld K as: Hom(V,K). The
n-th dual space of V will be denoted as: Homn(V,K) and it can be formally
de�ned as the following:{

Hom0(V,K) = V

Homn+1(V,K) = Hom(Homn(V,K),K)
,∀n ∈ N

If two vector spaces, V and W are isomorphic, that will be denoted as:
V 'W .

If V is a set of vectors, then the linear span of V will me denoted as: L(V ).

2 Content

2.1 Lemmas

To prove the main result we will make use of the following lemmas:
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Lemma 1: Let V be a �nite-dimensional vector space over a �eld K. If
dim(V ) = n, then:

V ' Kn

Proof: Let (v1, ..., vn) be an ordered basis of V . Then we can de�ne a
function f : V → Kn such that, if u ∈ V and u has coordinates (α1, ..., αn),
then f(u) = (α1, ..., αn) ∈ Kn.

First let's verify that this function is indeed linear:

� Let v = (α1, ..., αn) and u = (β1, ..., βn) be vectors of V . Then: f(v+u) =
(α1 + β1, ..., αn + βn) = (α1, ..., αn) + (β1, ..., βn) = f(v) + f(u).

� Let λ ∈ K and v = (α1, ..., αn) ∈ V . Then: f(λv) = (λα1, ..., λαn) =
λ(α1, ..., αn) = λf(v)

Now we need to prove that f is bijective. Let v, u ∈ V if v 6= u then they
must have di�erent coordinates, this implies that f(v) 6= f(u) so we conclude
that the f is injective. It's also trivial to verify that f is surjective, because
for every (α1, ..., αn) ∈ Kn,there exists always a vector u ∈ V with coordinates
(α1, ..., αn) such that f(u) = (α1, ..., αn) ∈ Kn. This makes f a bijective linear
map, meaning that V ' Kn. Q.E.D.

Lemma 2: Let V be a �nite-dimensional vector space over a �eld K. Then
it's true that:

∀α ∈ N, Homα(V,K) ' Homα+1(V,K)

Proof: Let {v1, ..., vn} be a basis of Homα(V,K). Now, let {v′1, ..., v′n} ⊆
Homα+1(V,K) such that:

v′i : Homα(V,K)→ K
vj  δij

,∀i, j ∈ {1, ..., n} (1)

where δij is the Kronecker delta. Then, {v′1, ..., v′n} is a basis for Homα+1(V,K).

� First let's prove that it's spans the space:

We want to show that: L({v′1, ..., v′n}) = Homα+1(V,K). The fact that L({v′1, ..., v′n}) ⊆
Homα+1(V,K) follows trivially from the fact that, because Homα+1(V,K) is a
vector space, it's closed under addition and multiplication with a scalar.

Now, let w ∈ Homα+1(V,K). Let's check what w does to a generic element
of Homα(V,K). Let u ∈ Homα(V,K),then:

u =

n∑
k=1

λkvk
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with λk ∈ K. So we have the following:

w(u) = w

(
n∑
k=1

λkvk

)

Using the fact that w is linear we can simplify this even further:

w

(
n∑
k=1

λkvk

)
=

n∑
k=1

w (λkvk) =

n∑
k=1

λkw(vk)

We want to prove that w is a linear combination of {v′1, ..., v′n}, so we have to
get those somewhere into the sum. We'll accomplish this by doing the following:
it's trivial that: λk = λkδkk, because δkk = 1. But δkk =

∑n
m=1 δkm, because,

∀m 6= k, δkm = 0, so we are basically just adding a bunch of 0's, not changing
the value of δkk. So we conclude that: λk = λk

∑n
m=1 δkm =

∑n
m=1 λmδkm.

But, because of (1), δkm = v′k(vm). So we end up with:
λk =

∑n
m=1 λmv

′
k(vm). Continuing where we left:

n∑
k=1

λkw(vk) =

n∑
k=1

w(vk)

(
n∑

m=1

λmv
′
k(vm)

)

Because v′k is linear, we have that:
∑n
m=1 λmv

′
k(vm) =

∑n
m=1 v

′
k(λmvm) =

v′k (
∑n
m=1 λmvm). But note that

∑n
m=1 λmvm is the vector u that we started

with, so: v′k (
∑n
m=1 λmvm) = v′k(u). So we conclude that:

∑n
m=1 λmv

′
k(vm) =

v′k(u). Making this substitution we get:

n∑
k=1

w(vk)

(
n∑

m=1

λmv
′
k(vm)

)
=

n∑
k=1

w(vk)v
′
k(u) =

(
n∑
k=1

w(vk)v
′
k

)
︸ ︷︷ ︸
∈Homα+1(V,K)

(u)

this allows us the conclude that:

∀u ∈ Homα(V,K), w(u) =

(
n∑
k=1

w(vk)v
′
k

)
(u)

So now we know that:

w =

n∑
k=1

w(vk)v
′
k

With this we can conclude that every w ∈ Homα+1(V,K) is a linear combi-
nation of {v′1, ..., v′n}, so we infer that: L({v′1, ..., v′n}) ⊇ Homα+1(V,K). If we
pair this conclusion with L({v′1, ..., v′n}) ⊆ Homα+1(V,K) that we've deduced
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above, we are �nally done proving that: L({v′1, ..., v′n}) = Homα+1(V,K), this
meaning that the set {v′1, ..., v′n} spans Homα+1(V,K).

� Now, in order to conclude the proof of the second lemma, let's prove that
the set {v′1, ..., v′n} is linearly independent:

Let λ1, ..., λn ∈ K such that:

n∑
k=1

λkv
′
k = 0

This means that, it doesn't matter which input we give to
∑n
k=1 λkv

′
k, the

output is always 0. So let's see what happens when we plug the elements of the
basis {v1, ..., vn} as input: let i ∈ {1, ..., n}(

n∑
k=1

λkv
′
k

)
(vi) = 0

n∑
k=1

λkv
′
k(vi) = 0

n∑
k=1

λkδik = 0

λi = 0

So we conclude that, ∀i ∈ {1, ..., n}, λi = 0, proving that {v′1, ..., v′n} is
linearly independent.

� Now we know that {v′1, ..., v′n} spans Homα+1(V,K) and that the set is lin-
early independent. This means that {v′1, ..., v′n} is a basis of Homα+1(V,K)
and, because {v1, ..., vn} is a basis of Homα(V,K) it's clear that dim Homα(V,K) =
dim Homα+1(V,K) = n. Using lemma 1 we conclude that Homα(V,K) '
Kn ' Homα+1(V,K), so, using the fact that ' is transitive, we end up
with: Homα(V,K) ' Homα+1(V,K). Q.E.D.

2.2 The proposition

Proposition 1: Let V be a �nite-dimensional vector space over a �eld K,
then:

∀i, j ∈ N, Homi(V,K) ' Homj(V,K)
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Proof: With lemmas 1 and 2 this proof is almost done, we just need to
put everything together now. Using lemma 2 and mathematical induction it's
trivial to conclude that:

∀α ∈ N, V ' Homα(V,K) (2)

� For α = 0, then we have that Homα(V,K) = Hom0(V,K) = V ' V .

� Let's assume that V ' Homα(V,K), with α ∈ N, then, because of lemma
2 we have: V ' Homα(V,K) ' Homα+1(V,K), so: V ' Homα+1(V,K).

With this two steps proven, mathematical induction tells us that this statement
is true for all α ∈ N.

So now: Let i, j ∈ N. Because of (2) we have:

Homi(V,K) ' V ' Homj(V,K)

Using that fact that ' is transitive we arrive at the conclusion that:

Homi(V,K) ' Homj(V,K)

And this concludes the proof. Q.E.D.
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