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Abstract

Dempster-Shafer evidence theory (evidence theory) has been widely used for

its great performance of dealing with uncertainty. Based on evidence theory,

researchers have presented different methods to combine evidences. Dempster’s

rule is the most well-known combination method, which has been applied in

many fields. However, Dempster’s rule may yield counter-intuitive results when

evidences are in high conflict. To improve the performance of combining con-

flicting evidences, in this paper, we present a new evidence combination method

based on Pearson correlation coefficient and weighted graph. The proposed

method can correctly identify the target with a high accuracy. Besides, the

proposed method has a better performance of convergence compared with other

combination methods. In addition, the weighted graph generated by the pro-

posed method can directly represent the relation of different evidences, which

can help researchers to determine the reliability of every evidence. Moreover,

an experiment is expounded to show the efficiency of the proposed method, and

the results are analyzed and discussed.
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1. Introduction1

In the past decades, plenty of theories have been developed for expressing2

and dealing with the uncertainty in the uncertain environment, for instance,3

probability theory [1], fuzzy set theory [2], Dempster-Shafer evidence theory4

[3, 4], rough sets [5], and D numbers [6].5

Dempster-Shafer evidence theory (evidence theory) has been widely applied6

in many fields, like uncertainty measurements [7, 8, 9, 10], data fusion[11, 12,7

13, 14], decision making [15], complex networks[16, 17, 18], and so on[19, 20].8

In evidence theory, Dempster’s combination rule is a widely used method for9

combining different evidences. However, there are some issues about Demp-10

ster’s combination rule, especially its combination result of conflicting evidence11

may be illogical. To solve this problem, a lot of improved evidence combination12

methods have been developed. Murphy [21] proposed a modified combination13

method by averaging the BPA of every evidence. Then, Deng [22] improved14

Murphy’s method by weighted averaging BPA based on distance of evidence.15

Taking independent degree as a discounting factor, Yager [23] proposed a im-16

proved combination method of belief function. Some other works were also17

presented[24, 25, 26]. Most of these evidence combinations use the technique of18

averaging BPA to reduce the influence of conflicting evidences, namely, averag-19

ing BPA based on the reliability of every evidence, which can be calculated by20

relative entropy[11], similarity[27, 28], distance[22] and so on[29].21

In statistics, Pearson correlation coefficient [30] is a linear correlation coef-22

ficient for measuring the relationship, or association, of two variables, which is23

developed by Karl Pearson with wide applications [31, 32]. Since Pearson corre-24

lation coefficient is based on the covariance, it can be introduced into evidence25

theory to calculate the reliability of different evidence. Inspired on this, Xu [33]26

proposed a method based on shearman coefficient and pearson coefficient, which27

shows a good accuracy of recognizing objects. Nevertheless, Xu’s method can28

not directly reflect which evidences are in conflict. Moreover, its accuracy can29
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be improved.30

In discrete mathematics, graph theory is one of the prime research field,31

and graph is a useful mathematical tool for directly modeling relations between32

objects. In a certain graph, the objects can be represented by nodes and linked33

by edges. If the edges have sense of direction, the graph is called directed graph;34

if not, the graph is called undirected graph. Because of the good performance of35

representing objects, graphs can be used to abstract many problems, and have36

been successfully applied in real practice. For example, the nervous system can37

be abstracted as a graph, where nerve cells and nerve fibers can be respectively38

represented by nodes and edges [34]. The social relationships of people can also39

be abstracted by graphs[35].40

Recently, based on graph and complex network, a new technique of identify-41

ing conflicting evidences is proposed[18], which provides a feasible way to solve42

the issues of evidence theory with the help of graphs. Based on this technique,43

Liu proposes a new evidence combination method[26], which shows a great per-44

formance of combining conflicting evidences. However, Liu’s method does not45

use averaging technique, and it just uses simple graph to identify conflicting ev-46

idence, which can be further modified to enhance the performance of combining47

evidence in conflict.48

As a result, in this paper, considering the problems mentioned above, we49

propose a new evidence combination method based on Pearson correlation co-50

efficient and weighted graph, which can combine evidences in conflict and cor-51

rectly recognize the alternative with a high accuracy. Besides, the performance52

of convergence of the proposed method is better than other common methods.53

In addition, the proposed method can generates a weighted graph to illustrate54

the relation of different evidences, which can directly show the reliability of55

every evidence.56

To summarize, the major contributions of this paper are as follows:57

(1) A new evidence combination method is proposed based on Pearson corre-58

lation coefficient and weighted graph, which can combine evidence in high59
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conflict and accurately recognize the correct target.60

(2) The proposed method has a good performance of convergence, which can61

better fit the situation in real practice compared with other common meth-62

ods.63

(3) The weighted graph generated by the proposed method can directly show64

the relationship of different evidences, which can be used to determine the65

reliability of evidences and identify conflicting evidences66

The rest of this paper is organized as follows. In section 2, some preliminaries67

are briefly reviewed. In section 3, based on Pearson correlation coefficient and68

weighted graph, a new evidence combination method is proposed. In section69

4, an experiment are expounded to illustrate the proposed method. In section70

5, the results of the experiment are discussed. In section 6, we have a brief71

conclusion.72

In this section, some preliminaries are briefly introduced including Dempster-73

Shafer evidence theory, Pearson correlation coefficient and graph theory.74

1.1. Dempster-Shafer evidence theory75

Dempster-Shafer evidence theory[3, 4] can be used to deal with uncertainty.76

Besides, evidence theory satisfies the weaker conditions than the probability the-77

ory, which provides it with the ability to express uncertain information directly.78

Some basic conceptions of evidence theory are given as follows:79

Definition 2.1: Frame of discernment and its power set80

Let Θ, called the frame of discernment, denote an exhaustive nonempty set

of hypotheses, where the elements are mutually exclusive. Let the set Θ have N

elements, which can be expressed as:

Θ = {θ1, θ2, θ3, · · · , θN} (1)

The power set of Θ, denoted as 2Θ, contains all possible subsets of Θ and
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has 2N elements, and 2Θ is represented by

2Θ = {A1, A2, A3, · · · , A2N }

= { ∅, {θ1}, {θ2}, · · · , {θN}, {θ1, θ2},

{θ1, θ3}, · · · , {θ1, θN}, · · · ,Θ } (2)

where the element Ai is called the focal element of Θ, if Ai is nonempty.81

Definition 2.2: Basic probability assignment (BPA)82

A BPA is a mass function mapping m from 2Θ to [0, 1], and it is defined

as follows:

m : 2Θ → [0, 1] (3)

which is constrained by the following conditions:

∑
A∈2Θ

m(A) = 1 (4)

m(∅) = 0 (5)

83

Definition 2.3: Dempster’s rule of combination84

Given two BPAs m1 and m2 from two different evidence sources, the Demp-

ster rule of combination, or the orthogonal sum of m1 and m2, is defined as:

 m(A) =
∑

B∩C=A m1(B)·m2(C)

1−K(m1,m2) A 6= ∅

m(∅) = 0

(6)

where K(m1,m2) is the degree of conflict between m1 and m2, and it is defined

as follows:

K(m1,m2) =
∑

B∩C=∅

m1(B) ·m2(C). (7)

85

It worth noting that Dempster’s rule of combination can only be used to86
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combine such two BPAs, when 0<K(m1,m2)<1.87

1.2. Pearson correlation coefficient88

Pearson correlation coefficient is a linear correlation coefficient, which can89

represent the linear correlation of two variables. The definition of Pearson cor-90

relation coefficient is as follows[30]:91

Definition 2.4: Pearson correlation coefficient92

Assume two samples X and Y which can be denoted as vectors:
−→
X and

−→
Y .

Each sample contains N sample observations which can be denoted as the com-

ponents of the vectors, namely,
−→
X = (x1, x2, ... , xN ) and

−→
Y = (y1, y2, ... , yN ).

Then the Pearson correlation coefficient of
−→
X and

−→
Y is defined as:

r−→
X
−→
Y

=
N
∑N

i=1 xiyi −
∑N

i=1 xi
∑N

i=1 yi√
N
∑N

i=1 x
2
i −

(∑N
i=1 xi

)2
√
N
∑N

i=1 y
2
i −

(∑N
i=1 yi

)2
(8)

93

The main properties of Pearson correlation coefficient is that:94

(1) The value range of r−→
X
−→
Y

is [−1, 1].95

(2) If r−→
X
−→
Y
> 0, the relation between

−→
X and

−→
Y is positive correlation.96

(3) If r−→
X
−→
Y
< 0, the relation between

−→
X and

−→
Y is negative correlation.97

(4) If r−→
X
−→
Y

= 0, the linear correlation of
−→
X and

−→
Y is not obvious.98

(5) The greater
∣∣r−→

X
−→
Y

∣∣ is, the higher linear correlation rate of
−→
X and

−→
Y will99

be.100

1.3. Graph theory101

In graph theory, the graph is a useful mathematical tool for dealing with the102

relationships among objects. Some basic conceptions of graph theory are listed103

as follows[36]:104

Definition 2.5: Weighted graph105
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A weighted graph is defined as G = (V,E,W ), where V = {v1, v2, ... , vN}106

is called the node set whose element vi is node, E = {{vi, vj}|{vi, vj} ∈ V ∧ V }107

is called the edge set whose element {vi, vj} is edge which connects two nodes108

vi and vj, and W = {wij |i, j = 1, ... , N} is called the weight set whose element109

wij is the weight assigned to the edge {vi, vj}.110

It should be noted that the weight of the weighted graph describes the rela-111

tionship between two nodes, such as distance, time, similarity, costs, et al.112

Definition 2.6: Adjacency matrix of weighted graph113

The adjacency matrix A of a weighted graph G = (V,E,W ) is defined as114

a |V | ∗ |V | matrix, whose elements amn = wmn if and only if {vm, vn} ∈ E,115

otherwise, amn = 0.116

It worth noting that if a graph is undirected, its adjacent matrix will be117

symmetric.118

2. Proposed method119

Since evidence theory has been proposed, different kinds of evidence combi-120

nation methods have been proposed. Among them, Dempster’s method [3] is121

the most popular evidence combination rule, and it has been widely used. How-122

ever, when evidences are in high conflict, the result calculated by Dempster’s123

method may be illogical.124

To solve this problem, we propose a new method to combine evidence in125

conflict. The main idea of the proposed method is that different evidence has126

different reliability. The conflicting evidences should be identified and treated127

cautiously, and the reliable evidences should be trusted and given a high credi-128

bility. To determine the reliability of every evidence, two techniques are applied129

in the proposed method.130

(1) Weighted averaging the BPA of every evidence.131

The reliability (or the weight) of every evidence is calculated based on Pear-132

son correlation coefficient. In general, if a evidence is reliable, it is supported by133

other evidences which means that the Pearson correlation of coefficient them is134

7



relatively high. After that, the weight can be used to weighted average the BPA135

of evidence, which can improve the accuracy of the method and the performance136

of convergence.137

(2) Representing the relationship of every evidence based on weighted graph.138

Graph is a tool to represent the relation of objects. The relationship of evi-139

dences can illustrated by weighted graph which can help researchers to directly140

identify the evidences in conflict or the relatively unreliable evidences.141

In the rest of this section, firstly, some basic definitions are proposed. And142

then, a new evidence combination is present.143

2.1. Basic definitions144

Pearson correlation coefficient is the linear correlation of two samples. When145

the number of samples that we are dealing with is larger than two, we need a146

efficient way to reorganize and represent the linear correlation of them. Inspired147

of this, Pearson correlation coefficient matrix (PCCM) is proposed.148

Definition 3.1: Pearson correlation coefficient matrix (PCCM)149

Assume there are K samples denoted as vectors:
−−→
M1,

−−→
M2, ... ,

−−→
MK . Then

the Pearson correlation coefficient matrix (PCCM) of these samples is defined

as:

PCCM =


r11 r12 · · · r1K

r21 r22 r2K

...
. . .

...

rK1 rK2 · · · rKK

 (9)

where rij is the Pearson correlation coefficient of sample
−→
Mi and sample

−−→
Mj .150

PCCM has N2 Pearson correlation coefficient so that this matrix can de-151

scribes the linear correlation of all the samples. Assume the samples can be152

seen as nodes and the Pearson correlation coefficient as weight. Then we can153

convert the PCCM into a weighted graph and its adjacent matrix.154

Definition 3.2: PCCM-based weighted graph155

A PCCM-based weighted graph is a undirected weighted graph defined as

GPCCM = (V,E,W ), where V = {
−−→
M1,

−−→
M2, ... ,

−−→
MK} is the node set, E =
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{{
−→
Mi,
−−→
Mj}|{

−→
Mi,
−−→
Mj} ∈ V ∧ V } is the edge set, and W = {wij |i, j = 1, ... ,K}

is the weight set whose element wij is defined as:

wij =

rij (rij > 0 and i 6= j)

0 (rij ≤ 0 or i = j)

(10)

where rij is the Pearson correlation coefficient of PCCM. If wij > 0, node
−→
Mi156

and node
−−→
Mj are connected, namely, {

−→
Mi,
−−→
Mj} ∈ E. If wij = 0, node

−→
Mi and157

node
−−→
Mj are unconnected, namely, {

−→
Mi,
−−→
Mj} /∈ E.158

It should be noted that the PCCM-based weighted graph does not have159

self-loop. As a result, wij = 0 when i = j.160

Definition 3.3: Adjacent matrix of PCCM-based weighted graph161

A adjacent matrix of PCCM-based weighted graph is defined as:

APCCM =


0 w12 · · · w1K

w21 0 w2K

...
. . .

...

wK1 wK2 · · · 0

 (11)

where wij is the weight of PCCM-based weighted graph.162

Because the PCCM-based weighted graph is undirected, its adjacent matrix163

is symmetric, namely, wij = wji.164

2.2. Evidence combination algorithm165

Assume that there are K evidences m1,m2, ... ,mK and N alternatives166

A1, A2, ... , AN . The BPA of these K evidences is mi(Aj) (i = 1, 2, ... ,K j =167

1, 2, ... , N). Then the proposed evidence combination algorithm is detailed as168

follows:169

Step 1: Convert K evidences mi ( i = 1, 2, ... ,K ) into vectors:

−→
Mi = (mi(A1),mi(A2), ... ,mi(AN ) ) (12)
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Step 2: Calculate the Pearson correlation coefficient matrix (PCCM) of K evi-

dence vectors:

PCCM =


r11 r12 · · · r1K

r21 r22 r2K

...
. . .

...

rK1 rK2 · · · rKK

 (13)

Step 3: Convert PCCM into PCCM-based weighted graphGPCCM = (V,E,W ).170

Step 4: Obtain the adjacent matrix of PCCM-based weighted graph:

APCCM =


0 w12 · · · w1K

w21 0 w2K

...
. . .

...

wK1 wK2 · · · 0

 (14)

Step 5: Calculate the total weight TWi of evidence mi based on the adjacent

matrix of PCCM-based weighted graph:

TWi =

K∑
j=1

wij (15)

Step 6: Normalize the total weight to achieve the normalized weight NWi of

evidence mi:

NWi =
TWi∑K
i=1 TWi

(16)

Step 7: Based on NWi, calculate the weighted average evidence WAE:

WAE = {m(Aj) | j = 1, 2, ... , N} (17)

m(Aj) =

K∑
i=1

mi (Aj)NWi (18)

where mi (Aj) is the BPA for evidence mi of the alternative Aj .171
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Step 8: Use Dempster’s rule to combine the weighted averaged evidence K − 1172

times and get the combination result of K evidences.173

3. Experiment and result174

In this section, an experiment is used to illustrate the proposed evidence175

combination.176

Assume there are three alternatives {A,B,C} and five evidencesm1,m2, ... ,m5177

in a target recognition system. The BPA reports of 5 evidences are collected in178

Table 1.179

Table 1: The BPA reports of 5 evidences

{A} {B} {C} {A,C}
m1 0.50 0.20 0.30 0.00
m2 0.00 0.90 0.10 0.00
m3 0.45 0.20 0.00 0.35
m4 0.50 0.20 0.00 0.30
m5 0.45 0.25 0.00 0.30

These five evidences are combined by the proposed evidence combination,180

and then we can recognize the exact alternative of the three based on the result.181

The calculating steps are detailed as follows.182

Step 1: Convert these five evidences into vectors:

−−→
M1 = ( 0.50, 0.20, 0.30, 0.00 )

−−→
M2 = ( 0.00, 0.90, 0.10, 0.00 )

−−→
M3 = ( 0.45, 0.20, 0.00, 0.35 )

−−→
M4 = ( 0.50, 0.20, 0.00, 0.30 )

−−→
M5 = ( 0.45, 0.25, 0.00, 0.30 )

Step 2: Calculate the Pearson correlation coefficient matrix (PCCM) of these
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five evidence vectors:

PCCM =



1 −0.146944 0.122679 0.307692 0.213980

−0.146944 1 −0.273408 −0.257151 −0.102190

0.122679 −0.273408 1 0.981433 0.978284

0.307692 −0.257151 0.981433 1 0.984309

0.213980 −0.102190 0.978284 0.984309 1


(19)

Step 3: Convert PCCM into PCCM-based weighted graph GPCCM = (V,E,W )183

as Figure 1, where the full lines with number represent the weight wij of184

two nodes, and the dash lines indicate that two nodes are unconnected,185

namely, wij = 0.

Figure 1: PCCM-based weighted graph

186
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Step 4: Obtain the adjacent matrix of PCCM-based weighted graph:

APCCM =



0 0 0.122679 0.307692 0.213980

0 0 0 0 0

0.122679 0 0 0.981433 0.978284

0.307692 0 0.981433 0 0.984309

0.213980 0 0.978284 0.984309 0


(20)

Step 5: Calculate the total weight TWi of evidence mi based on the adjacent

matrix of PCCM-based weighted graph:

TW1 = 0 + 0 + 0.122679 + 0.307692 + 0.213980 = 0.644351

TW2 = 0 + 0 + 0 + 0 + 0 = 0

TW3 = 0.122679 + 0 + 0 + 0.981433 + 0.978284 = 2.082396 (21)

TW4 = 0.307692 + 0 + 0.981433 + 0 + 0.984309 = 2.273434

TW5 = 0.213980 + 0 + 0.978284 + 0.984309 + 0 = 2.176573

Step 6: Normalize the total weight to achieve the normalized weight NWi of

evidence mi:

NW1 =
0.644351

7.176754
= 0.089783

NW2 =
0

7.176754
= 0

NW3 =
2.082396

7.176754
= 0.290158 (22)

NW4 =
2.273434

7.176754
= 0.316777

NW5 =
2.176573

7.176754
= 0.303281
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Step 7: Based on NWi, calculate the weighted average evidence WAE:

m(A) =

5∑
i=1

mi (A)NWi = 0.470328

m(B) =

5∑
i=1

mi (B)NWi = 0.215164 (23)

m(C) =

5∑
i=1

mi (C)NWi = 0.026935

m(A,C) =

5∑
i=1

mi (A,C)NWi = 0.287573

Step 8: Use Dempster’s rule to combine the weighted averaged evidence 4 times

and get the final combination result:

m(A) = 0.985939

m(B) = 0.001833 (24)

m(C) = 0.004413

m(A,C) = 0.007816

In this experiment, we choose the other four typical evidence combina-187

tion method, including Dempster’s method[3], Murphy’s method[21], Liu et al’s188

method[26] and Deng et al’s method[22] to compare with the proposed method.189

The experiment results of these five methods are shown in Table 2.190

Table 2: Results of five evidence combination methods

Method m(A) m(B) m(C) m(A,C) Target

Dempster’s method [3] 0.00000000 0.65573770 0.34426230 0.00000000 B
Murphy’s method [21] 0.89960650 0.07885140 0.01782472 0.00371738 A
Liu et al’s method [26] 0.95446411 0.00795387 0.03758202 0.00000000 A
Deng et al’s method [22] 0.96571592 0.01600922 0.01394744 0.00432741 A
Proposed method 0.98593887 0.00183259 0.00441303 0.00781550 A

For the convenience of discussion, the calculating procedure of the BPA191

m(A) is shown in Table 3. It should be noted that, the total times of combining192
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the five evidences is 5− 1 = 4, except for Liu et al’s method, because it removes193

the conflicting evidence m2 and combines the rest of the four evidences by 3194

times.195

Table 3: The value of m(A) by different times of combining

Method Times = 1 Times = 2 Times = 3 Times = 4

Dempster’s method 0.000000 0.000000 0.000000 0.000000
Murphy’s method 0.596448 0.740307 0.836883 0.899607
Liu et al’s method 0.733945 0.890125 0.954464 /
Deng et al’s method 0.689934 0.844120 0.925710 0.965716
Proposed method 0.772013 0.909264 0.964400 0.985939

In the next section, the five evidence combination methods are analyzed196

based on the experiment result.197

4. Analysis and discussion198

In this section, to illustrate the efficiency of the proposed method, compar-199

isons between the proposed method and the other four methods are analyzed200

and discussed.201

In general, Dempster’s method[3] is widely used to combine data from sen-202

sors based on evidence theory. Murphy’s method[21] is an efficient and typical203

tool to combine conflicting evidences by simple averaging the BPA of evidences.204

Deng et al’s method[22] uses distance of evidence to calculate credibility of every205

evidence, which is a weighted-averaging-based method for dealing with conflict-206

ing evidence. Liu et al’s method[26] is a novel evidence combination based on207

generalized belief entropy, and this method uses graph model to improve the per-208

formance of combining evidences. The proposed method is based on Pearson209

correlation coefficient and weighted graph, which takes both weighted averag-210

ing technique and graph model into consideration. The techniques of these five211

methods are summarized in Table 4.212

It can be seen from Table 2 that, the proposed method has the best perfor-213

mance because it successfully recognizes the correct alternative A based on the214
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Table 4: The techniques of five evidence combination methods

Method Graph-based method Averaging-based method

Dempster’s method × ×
Murphy’s method × X
Liu et al’s method X ×
Deng et al’s method × X
Proposed method X X

conflicting evidence, and the BPA m(A) calculated by the proposed method is215

the highest (0.985939) compared with other methods.216

As is illustrated in Figure 2, although the difference of Murphy’s, Liu et al’s,217

Deng et al’s and the proposed method is not large, proposed method can also218

identify the alternatives correctly under the condition that the threshold is 0.97.219

Figure 2: Results of five methods when the threshold is 0.97

When confronting extreme environment, sensors would be influenced by220

many factors such as radiation, temperature or design defects which cause the221

sensors to report evidences in high conflict with each other. Under this cir-222

cumstance, the threshold of identifying target will be higher than common.223

With the highest accuracy, the proposed method is more reliable to combine224

the conflicting evidences, at least its result will not worse than the other four225
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methods. As a result, the proposed method has the efficiency to handle conflict226

in a environment with high uncertainty.227

Apart from above discussions, in order to show the advantages of the pro-228

posed method, more detailed comparisons are expounded in the following three229

subsections based on the techniques that the method uses.230

4.1. Compared with Dempster’s method231

Dempster’s method is neither an averaging-based method nor a graph-based232

method. When the evidences reported by sensors are in conflict with each other,233

Dempster’s method may yield counter-intuitive results. In this experiment,234

four evidences support alternative A, while evidence m2 supports B which is235

conflicted with other evidences. The result of Dempster’s method shows that,236

even though more evidences support A, Dempster’s method supports alternative237

B ( m(B) = 0.655738 ) and is totally against A ( m(A) = 0 ), which is illogical.238

By contrast, as is both an averaging-based and a graph-based method, the239

proposed method draws the correct conclusion with high accuracy ( m(A) =240

0.985939 ), which can be a great alternative of Dempster’s method to combine241

conflicting evidences.242

4.2. Compared with averaging-based methods243

Murphy’s method, Deng et al’s method and the proposed method are averaging-244

based methods. In specific, Murphy’s method is a simple-averaging method,245

namely, every weight of evidence is equal to each other. Deng et al’s method is246

a weighted-averaging method, which means that, the weight of evidence can be247

modified. The proposed method is actually a weighted-averaging method. Its248

weight can be changed based on the Pearson correlation coefficient.249

All of the three averaging-based methods get the correct conclusion. How-250

ever, compared with other averaging-based methods, the proposed method is251

more efficient. The advantages of it are analyzed as follows:252

(1) Better performance of convergence.253
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According to Table 3, the calculating procedure of m(A) based on averaging-254

based methods is shown in Figure 3. It can be seen in this figure that, obviously,255

at every time of combining, the BPA m(A) of the proposed method is the256

highest. Besides, the speed of convergence of the proposed method is the best,257

since the value of m(A) reaches more than 0.9 only by two times of combining.258

Figure 3: The calculating procedure of m(A) based on averaging-based methods

(2) More efficient to identify the reliability of evidences259

Beyond being a weighted-averaging-based method, the proposed method is260

also a graph-based method. According to Step 5 of the proposed method, the261

algorithm generates a weighted graph. Compared with other averaging-based262

methods, the proposed can directly reflect the relationship of the evidences263

based on the weighted graph.264

As is illustrated in Figure 4, the node
−−→
M2 has no edge connected with other265

node, which means that m2 is not supported by other evidences. As a result,266

we can directly identify that m2 is the conflicting evidence which should be267

carefully checked. Besides, the nodes
−−→
M3,

−−→
M4 and

−−→
M5 connect with each other268

with high weight more than 0.97, which indicates that, m3, m4 and m5 highly269

support to each other. Hence, we can trust these three evidences. Moreover,270
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Figure 4: Identify the reliability of evidences based on weighted graph

three weights of the node
−−→
M1 are relatively low, which alerts us that, m1 is271

relatively unreliable, and the BPA reported by m1 should be taken with a grain272

of salt.273

To summarize, compared with other averaging based methods, the advan-274

tages of the proposed method are the great performance of convergence and the275

efficiency of identifying evidence in conflict.276

4.3. Compared with graph-based methods277

Liu et al’s method and the proposed method are graph-based methods. Both278

of the two methods recognize the correct alternative A. However, the proposed279

method is better than Liu et al’s method. The reasons are as follows:280

(1) Better performance of convergence.281

The calculating procedure of m(A) based on graph-based methods is shown282

in Figure 5. It worth noting that, since Liu et al’s method removes the conflicting283

evidence m2 and combine the rest of the 4 evidences, the times of combining of284

it are 4 − 1 = 3, while the the times of combining of the proposed method are285

4.286
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It is obviously that, at every time of combining, the BPA m(A) of the pro-287

posed method is the higher than that of Liu et al’s method, which means that,288

the performance of convergence of the proposed method is better than Liu et al’s289

method. Although the the BPA m(A) of the proposed method is close to that290

of Liu et al’s method at the the first three times of combining, the proposed291

method can still enhance the value of m(A) at the 4th times, improving the292

ability to identify the correct target.293

Figure 5: The calculating procedure of m(A) based on graph-based methods

(2) More efficient to identify the reliability of evidences294

Both of the two graph-based methods can generate a graph to identify con-295

flicting evidences. As is illustrated in Figure 6, Liu et al’s method generates a296

simple graph whose edge does not have weight, and the connection state is just297

true (1) or false (0). By contrast, the proposed method generates a weighted298

graph with weight attached to the edges which can better represent the rela-299

tionship between nodes compared with simple graph.300

For example, in Figure 6 (b) generated by the proposed method, there are301

three edges connected to
−−→
M1 (the dash line means two nodes are unconnected);302

the weight of these edges are 0.122679, 0.307692 and 0.213980 which represents303
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Figure 6: Comparison between simple graph and weighted graph

that the relation of node
−−→
M1 between other nodes is not close. While the weights304

attached to the edges of
−−→
M3,

−−→
M4 and

−−→
M5 are higher than that of

−−→
M1. As a305

result, we can draw the conclusion that, evidence m1 is relatively unreliable306

compared with m3, m4 and m5, and the BPA reports of evidence m1 should307

be treated cautiously. On the contrary, in Figure 6 (a) generated by Liu et al’s308

method, node m1, m3, m4 and m5 are connected to each other, from which we309

can not distinguish the difference of reliability of evidence m1 from m3, m4 and310

m5.311

In conclusion, the proposed method is better than Liu et al’s method in312

terms of performance of convergence and the efficiency of identifying reliability313

of evidences.314

5. Conclusion315

In this paper, based on Pearson correlation coefficient and weighted graph, a316

novel evidence combination method is proposed, which is both a averaging-based317

combination method and a graph-based method, improving the performance of318

combining evidence in conflict. In addition, an experiment is expounded, and319

the results show the efficiency of the proposed method. Moreover, compared320
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with other common evidence combination methods, the advantages of the pro-321

posed method are analyzed and discussed which are summarized as follows:322

(1) The proposed method can correctly recognize the target among other alter-323

natives, and its accuracy is better than other methods.324

(2) Compared with other combination methods, the proposed method has the325

best performance of convergence.326

(3) As a graph-based method, the proposed method can generates a weighted327

graph to directly reflect the relationship of different evidences, giving us a328

ideal way to identify the reliability of every evidence.329
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