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Abstract

How to measure the uncertainty in the open world is a popular topic in recent

study. Many entropy measures have been proposed to address this problem,

but most have limitations. In this series of paper, a method for measuring the

information volume of mass function is presented. The fractal property about

the maximum information volume is shown in this paper, which indicates the

inherent physical meanings of Deng entropy from the perspective of statistics.

The results shows the linear relationship between the maximum information vol-

ume and the probability scale. Some experiment results are applied to support

this perspective.
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1. Introduction

Recently, numerous methods have been proposed to deal with the uncertain

problem in the open world, such as Dempster-Shafer evidence theory [1, 2], and

D number [3]. It can be used in several fields, like decision making [4], informa-

tion fusion [5, 6] and pattern recognition. However, there are still some issues to5
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be solved. Since firstly derived from thermodynamics, different kinds of entropy

have been proposed, such as Shannon entropy [7], Tsallis entropy [8], and so

on [9, 10]. Recently, a new entropy, called Deng entropy [11], is presented for

measuring the uncertainty in evidence theory. Deng entropy is the generaliza-

tion of Shannon entropy. Compared with traditional methods, Deng entropy10

is more reasonable, and it takes both discord and non-specificity into account.

Some analyzed the properties of Deng entropy [12], some made improved work

based on Deng entropy [13]. From the perspective of classical entropy theory,

Deng entropy doest not verify the requirements of set consistency, range, subad-

ditivity, additivity and monotonicity, which are defined by Klir & Wierman [14].15

However, Deng entropy, considered as an extension of Shannon entropy, can not

only deal with uncertain phenomenon in the probability field, but also be ap-

plied to absorb the complex imprecise (or unknown) phenomenon in the belief

filed efficiently. When the BPA is degenerated as probability distribution, Deng

entropy is degenerated as Shannon entropy. In this paper, we propose a method20

to obtain the maximum information volume of BPA distribution. Based on

these maximum information volumes, we get the information fractal dimension

based on the information volume and the probability scale. The well linear re-

lationship between these parameters shows the existence of the fractal property.

Some numerical examples are given in this paper to show the fractal property25

of this dimension.

The organization of the rest of this paper is as follows. Section 2 introduces

some concepts about Basic probability assignment and Deng entropy. This

proposed information fractal dimension is proposed in Section 3. Meanwhile,

some numerical experiments are simulated to illustrate this proposed method30

in Section 4. The conclusion is conducted in Section 5.
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2. Preliminaries

2.1. Basic probability assignment

Dempster-Shafer evidence theory[1, 2] can be used to deal with uncertainty.

Besides, evidence theory satisfies the weaker conditions than the probability35

theory, which provides it with the ability to express uncertain information di-

rectly.

Let Θ, called the frame of discernment, denote an exhaustive nonempty set

of hypotheses, where the elements are mutually exclusive. Let the set Θ have

N elements, which can be expressed as follows,40

Θ = {θ1, θ2, θ3, · · · , θN} (1)

The power set of Θ, denoted as 2Θ, contains all possible subsets of Θ and

has 2N elements, and 2Θ is represented as follows,

2Θ = {A1, A2, A3, · · · , A2N }

= { ∅, {θ1}, {θ2}, · · · , {θN}, {θ1, θ2}, {θ1, θ3}, · · · , {θ1, θN}, · · · ,Θ }
(2)

where the element Ai is called the focal element of Θ, if Ai is nonempty.

A BPA is a mass function mapping m from 2Θ to [0, 1], and it is defined as

follows,45

m : 2Θ → [0, 1] (3)

which is constrained by the following conditions:∑
A∈2Θ

m(A) = 1 (4)

m(∅) = 0 (5)

2.2. Deng entropy

In information theory, entropy can be used to measure the uncertainty of a

system. Recently, a novel entropy, named as Deng entropy [11], is proposed to50

measure the uncertainty in evidence theory, and it is shown below,

HDE(m) = −
∑
A∈2Θ

m(A) log(
m(A)

2|A| − 1
) (6)
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where |A| is the cardinal of a certain focal element A. Through a simple trans-

formation, Eq.(6) can be rewritten as follows:

HDE(m) =
∑
A∈2Θ

log(2|A| − 1)−
∑
A∈2Θ

m(A) logm(A) (7)

where
∑

A∈2Θ log(2|A| − 1) and −
∑

A∈2Θ m(A) logm(A) are measurements of

nonspecificity and discord, respectively. When every focal element is singleton,55

Deng entropy degenerates into Shannon entropy.

2.3. The maximum Deng entropy

Assume A is the focal element of a certain frame of discernment Θ and m(A)

is the BPA for A. According to [15], Deng entropy reaches its maximum value,

and the analytic solution of the maximum Deng entropy is shown as follows,60

HMDE(m) = log
∑
A∈2Θ

(2|A| − 1) (8)

where the condition is if and only if m(A) = (2|A|−1)∑
A∈2Θ

(2|A|−1)
.

2.4. Fractal property

In fractal geometry, a fractal dimension is a ratio providing a statistical index

of complexity comparing how detail in a pattern (strictly speaking, a fractal

pattern) changes with the scale at which it is measured. A fractal dimension65

does not have to be an integer. And a fractal dimension can be presented as

follows,

d =
lnN(s)

ln s
(9)

where d is the fractal dimension, s is the magnification factor, and N(s) is the

number of self-similar pieces. They would follow a double logarithmic scale

fitting curve.70
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3. Proposed Information Fractal Dimension

3.1. Information volume of mass function

Firstly, the maximum Deng entropy is introduced in Section 2.3. Deng

entropy Ed = −
∑
i

m(Fi)log2
m(Fi)

2|Fi|−1
reaches it maximum value if and only if

m(Fi) = 2|Fi|−1∑
i

2|Fi|−1
.75

Besides, according to the first paper of this series papers [16], the mass func-

tion which can yield the maximum Deng entropy is called the Deng distribution.

In addition, the definition of information volume and the maximum information

volume is introduced in [16].

In order to get the maximum information volume, the distribution should be80

modified. The Deng distribution with cardinal equal to 2 (universe discourse E)

is shown here as an example, and it is
[

1
5 ,

1
5 ,

3
5

]
for {X0}, {Y0}, and {X0, Y0} =

{U0}. So we separate its BPA based on this proportion: 1
5 : 1

5 : 3
5 . Namely, we

focus on m(U0), and separate this BPA based on 1
5 : 1

5 : 3
5 . The result is that:

m(X0) = 1
5 ,

m(Y0) = 1
5 ,

m(X1) = 1
5 ×

3
5 = 3

25 ,

m(Y1) = 1
5 ×

3
5 = 3

25 ,

m(U1) = 3
5 ×

3
5 = 9

25 .

(10)

where m(X1), m(Y1) and m(U1) can be seen as derivatives of m(U0). Based on85

Deng entropy, calculate the uncertainty of the new BPA distribution.

H1 = − 1
5 log2( 1

5 )− 1
5 log2( 1

5 )

− 3
25 log2( 3

25 )− 3
25 log2( 3

25 )− 9
25 log2( 9/25

3 )

= 2.76411

(11)

Based on this calculating steps, the uncertainty of this new BPA distribution

is 2.76411, which is larger than 2.32193 (the maximum Deng entropy). This

example shows that, the uncertainty increases when the BPA is separated.
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Next, continuously separate the BPA of the element whose cardinal is larger90

than 1 until convergence. Concretely, repeat following steps until Deng entropy

is convergent. Use index i to denote the times of this loop.

1) Focus on the element whose cardinal is larger than 1, and separate its BPA

based on Deng distribution:

m(Fi) =
2|Fi| − 1∑
i

2|Fi| − 1
(12)

Since U0 = {X0, Y0}, the proportion is that 1
5 : 1

5 : 3
5 . The ith times of sepa-95

ration divide m(Ui−1) and yield following new BPAs: m(Xi), m(Yi), m(Ui)

which are derived from m(Ui−1). In addition, they satisfy these equations:

m(Xi) +m(Yi) +m(Ui) = m(Ui−1)

m(Xi) : m(Yi) : m(Ui) = 1
5 : 1

5 : 3
5

(13)

2) Based on Deng entropy, calculate the uncertainty of the new BPA distribu-

tion. The result is denoted as Hi.

3) Calculate ∆i = Hi−Hi−1. When ∆i satisfies following condition that ∆i =100

Hi(m)−Hi−1(m) < ε, jump out of this loop. ε is the allowable error, which

equals to 0.001 in this paper.

For better understanding, the calculating procedure is illustrated in Fig. 1.

Thus, the maximum information volume of the mass function is obtained, and

it is shown below,105

MIV|E| = −
∑

Fi∈|E|

m(Fi)log2

m(Fi)

2|Fi| − 1
(14)

3.2. Fractal information dimension

A power law function P (r) with Deng information scale r is established using

the following equation,

P (r) ∼ r−d (15)
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Fig. 1: The separate procedure of BPA.

where P (r) is the maximum information volumeMIV|E|, r equals to
∑

Fi∈E
(2|Fi| − 1),

df is this proposed information fractal dimension. It is shown below,110

df = lim
|E|→∞

MIV|E|

log2

∑
Fi∈E

(2|Fi| − 1)
(16)

where
∑

Fi∈E
(2|Fi| − 1) is the ith BPA distribution when it reaches the maximum

information volume.

4. Numerical examples and discussions

Firstly, the BPA distribution which cause the maximum Deng entropy is used

as the initial BPA distribution, and it ism(Fi) = 2|Fi|−1∑
i

2|Fi|−1
. Then some elements115

of the initial BPA distribution will be separated to numerous new elements and

the maximum information volume MIV|E| under different cardinal |E| can be

obtained which is shown in Table 1. It’s worth noting that different cardinal |E|

will have different separate rule, and the rule with |E| = 3 is shown in Fig. [ref].

With these maximum information volumes obtained by Eq. (14), the infor-120

mation fractal dimension can be obtained by Eq. (16), and it equals to 1.6417.

The values of MIV|E| and log2

∑
Fi∈E

(2|Fi| − 1) are shown in Table 2, and the
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Table 1: The maximum information volume MIV|E| under different cardinal |E| in different

ith separate.

ith |E| = 2 |E| = 3 |E| = 4 |E| = 5 |E| = 6

1 2.3219 4.2479 6.0224 7.7211 9.3772

2 2.7641 5.1278 7.3352 9.4623 11.5421

3 3.0294 5.6614 8.1396 10.5395 12.8936

4 3.1886 5.9836 8.6286 11.1984 13.7253

5 3.2841 6.1777 8.9243 11.5986 14.2325

6 3.3414 6.2945 9.1026 11.8404 14.5399

7 3.3758 6.3647 9.2099 11.9863 14.7254

8 3.3964 6.4068 9.2745 12.0740 14.8372

9 3.4088 6.4321 9.3132 12.1267 14.9044

10 3.4162 6.4473 9.3365 12.1584 14.9448

11 3.4207 6.4564 9.3504 12.1774 14.9691

12 3.4234 6.4619 9.3588 12.1888 14.9836

13 3.4250 6.4652 9.3639 12.1957 14.9924

14 3.4259 6.4671 9.3669 12.1998 14.9976

15 - 6.4683 9.3687 12.2023 15.0008

16 - 6.4690 9.3698 12.2037 15.0027

17 - - 9.3704 12.2046 15.0038

18 - - - - 15.0045

double logarithmic scale fitting curve is shown in Fig. 2. Observed from Table 2

and Fig. 2, it can be found that the approximate linear relation is between these

two parameters, which show the scale-free and fractal property.125

5. Conclusion

Deng entropy can not only deal with uncertain phenomenon in the probabil-

ity field, but also measure uncertain degree with basic probability assignment in

the belief filed. In this paper, we proposed a novel dimension to describe the un-
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Fig. 2: The double logarithmic scale fitting curves

Table 2: MIV|E| and log2

∑
Fi∈E

(2|Fi| − 1) in different cardinal.

|E| 2 3 4 5 6

MIV|E| 3.4259 6.4690 9.3704 12.2046 15.0045

log2

∑
Fi∈E

(2|Fi| − 1) 4.9542 9.8439 14.6294 19.1618 24.0151

ith separate 14 16 17 17 18

certainty with different cardinal which is called information fractal dimension.130

Interestingly, the separate with these BPA shows the fractal property of this

dimension. This indicated some work related to fractal property or scale-free

can be analyzed using Deng entropy and the results of this paper may stimulate

some further research.
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