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Abstract: Critics of the Zitterbewegung interpretation of quantum mechanics often ask what predictions come out of the model. The answer to this question must be modest: the model does not yield anything new or explain something that had hitherto remained unexplained. The Zitterbewegung interpretation just comes across as being more logical and consistent because it provides a realist interpretation of what the wavefunction actually is. However, in order to gain some basic credibility, zbw theorists should do more of an effort to show how the model explains standard results obtained by mainstream research. It should, for example, explain the anomalous magnetic moment as measured in single-electron cyclotron experiments. If it could do so in a convincing way, then it should be recognized as a valid and alternative interpretation of quantum mechanics.

This paper explores the geometry of the zbw model in very much detail and argues it can be done. In this paper, we do the calculations assuming the naked zbw charge has zero rest mass, and we find an anomalous magnetic moment that’s off by a factor equal to $\frac{4}{\pi} \approx 1.27$ only. This is quite encouraging because we’ve used approximative formulas to calculate volumes. In addition, the model has a flexible assumption (the rest mass of the naked zbw charge may have some value close to zero rather than exactly zero) which we haven’t exploited yet.
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The anomalous magnetic moment: classical calculations

The zbw oscillator model of an electron

There are several varieties of the Zitterbewegung model (Hestenes, 1990, 2008 and Burinskii, 2008, 2016, 2017). In our previous papers\(^1\), we presented a very simple model – but it is one that is consistent with the Dirac’s original interpretation.\(^2\) It is probably useful to repeat the basics. We took Einstein’s mass-energy equivalence relation \((E = m \cdot c^2)\) and, interpreting \(c\) as the tangential velocity of the naked charge (or the toroidal photon, as Burinskii refers to it\(^3\)), substituted \(c\) for \(a \cdot \omega\): the tangential velocity equals the radius times the angular frequency. We then can then use the Planck-Einstein relation \((E = \hbar \cdot \omega)\) to find the Compton radius:

\[
a = \frac{c}{\omega} = \frac{c \cdot \hbar}{m \cdot c^2} = \frac{\hbar}{m \cdot c} = \frac{\lambda_c}{2\pi} \approx 0.386 \times 10^{-12} \text{ m}
\]

The idea here is that one rotation – one cycle of the electron in its Zitterbewegung – packs (i) the electron’s energy \((E = m \cdot c^2)\) and (ii) one unit of physical action \((\Delta S = \hbar)\). The idea of an oscillation packing some amount of physical action may not be very familiar but it is quite simple: just re-write the Planck-Einstein relation as \(\hbar = E \cdot f = E / T\). The cycle time \(T = \hbar / E\) is equal to:

\[
T = \frac{\hbar}{E} \approx \frac{6.626 \times 10^{-34} \text{ J} \cdot \text{s}}{8.187 \times 10^{-14} \text{ J}} \approx 0.8 \times 10^{-20} \text{ s}
\]

Hence, this cycle time \(T\) is the time it takes for the zbw charge (or the naked charge, if you prefer that term) to go around the loop \((\lambda_c)\) at the extreme velocity we assume it has \((v = c)\):

\[
T = \frac{\lambda_c}{c} = \frac{(h/mc) \cdot 1/c}{h/E} = h/E
\]

Physical action is the product of force, distance and time and it is, therefore, easy to associate it with the idea of a cycle—and elementary cycle, in this particular case. It is just an interpretation of the general quantum-mechanical rule that angular momentum comes in units of \(\hbar\): the \(\Delta S = n \cdot \hbar\) and \(\Delta L = n \cdot \hbar\) \((n = 1, 2, \ldots)\) are, therefore, equivalent.\(^4\)

---


\(^2\) It was Erwin Schrödinger who stumbled upon the idea of the Zitterbewegung when he was exploring solutions to Dirac’s wave equation for free electrons. It’s worth quoting Dirac’s summary of it: “The variables give rise to some rather unexpected phenomena concerning the motion of the electron. These have been fully worked out by Schrödinger. It is found that an electron which seems to us to be moving slowly, must actually have a very high frequency oscillatory motion of small amplitude superposed on the regular motion which appears to us. As a result of this oscillatory motion, the velocity of the electron at any time equals the velocity of light. This is a prediction which cannot be directly verified by experiment, since the frequency of the oscillatory motion is so high and its amplitude is so small. But one must believe in this consequence of the theory, since other consequences of the theory which are inseparably bound up with this one, such as the law of scattering of light by an electron, are confirmed by experiment.” (Paul A.M. Dirac, *Theory of Electrons and Positrons*, Nobel Lecture, December 12, 1933)

\(^3\) See Alexander Burinskii’s 2008, 2016 and 2017 publications.

\(^4\) We write \(\Delta S\) and \(\Delta L\) (instead of \(S\) and \(L\)) to show we are actually talking about the *difference* in action/momentum between two states with different energy levels. The associated difference in energy is \(\Delta E = E_2 - E_1 = (n_2 - n_1) \cdot \hbar \cdot \omega = (n_2 - n_1) \cdot \hbar \cdot f\).
Figure 1 illustrates the model. We have a centripetal force ($F$) holding our \textit{zbw} charge (the naked charge, which has zero rest mass) in its circular orbit around some center.

**Figure 1:** The \textit{Zitterbewegung} model of an electron

![Zitterbewegung model of an electron](image)

Because the naked charge goes around at the speed of light (or \textit{almost} the speed of light, as we will argue later), it acquires some mass which we’ll denote as $m_\gamma$. We use the $\gamma$ subscript here because our \textit{zbw} charge also has electric charge (all of the charge of the electron, in fact), which a photon doesn’t have, of course! The point is: the \textit{zbw} charge will also have some non-zero momentum $p = m_\gamma \nu = \gamma m_0 \nu = \gamma m_0 c$, even if $m_0$ (the rest mass of the naked charge) is zero.

Now, the angular momentum of the electron is equal to $\hbar/2$ or some value very close to it.\footnote{The anomalous magnetic moment or – to be precise – the anomalous $g$-ratio suggest angular momentum or magnetic moment, or both, are slightly off.} We also know that angular momentum should be equal to the length of the lever arm ($a$) and the momentum $p = m_\gamma c$, so $p$ is equal to $p = L/a$. It is useful to note that this formula – just like the others – is relativistically correct, so one should not cry wolf here. Hence, we get the following result:

1. $L = \hbar/2 \iff p = L/a = (\hbar/2)/a = (\hbar/2) \cdot m_\gamma c/\hbar = mc/2$
2. $p = m_\gamma c$

$\implies m_\gamma c = mc/2 \iff m_\gamma = m/2$

This is the grand result we expected to find: the \textit{effective} mass of the pointlike charge – as it whizzes around the center of the two-dimensional oscillation that makes up our electron – is half of the (rest) mass of the electron. We interpreted this result in terms of a mathematical \textit{equivalence} between the rotational motion and a two-dimensional oscillation—one perpendicular to (and, therefore, independent from) the other, each packing half of the total energy of the electron:

\[
E_x = E_y = m_\gamma c^2 \omega^2 = m_\gamma c^2 = m \cdot a^2 \omega^2 / 2 = m \cdot c^2 / 2
\]

Notation can be confusing here. $E_x$ and $E_y$ are often used to refer to the $x$- and $y$-component of the electric field vector ($E$), but that is not the case here: $E_x$ and $E_y$ is the \textit{energy} ($E$) associated with the oscillation in the $x$- and $y$-direction respectively.

You may wonder if the math holds for relativistic speeds. Indeed, if the velocity of a mass on a spring – on \textit{two} springs, in this case – becomes a sizable fraction of the speed of light, then we can no longer
treat the mass as a constant factor: it will vary with velocity, and its variation is given by the Lorentz factor ($\gamma$). We will come back to this, but we quickly want to show our reasoning is consistent. The velocity in the $x$ and $y$ direction goes from $c$ to $-c$, and is zero when the pointlike charge reverses direction, which is at distance $a$ and $-a$ from the center. Hence, at these two points, the rest mass of our $zbw$ charge is, effectively, equal to $m_0 = 0$. The charge only acquires some non-zero mass because of its velocity. We write:

$$m_v = \gamma m_0$$ for $0 \leq v \leq c$

$$\gamma = \frac{1}{\sqrt{1 - v^2/c^2}} = \frac{1}{\sqrt{1 - \beta^2}}$$

The relativistically correct force equation for one oscillator is:

$$F = dp/dt = F = -kx$$ with $p = m_v v = \gamma m_0 v$

We do not need to multiply this equation. We only want to get an energy conservation equation from it. We do so by multiplying both sides with $v = dx/dt$ and then some re-arranging yields the following:

$$v \frac{d(\gamma m_0 v)}{dt} = -k x v \iff \frac{d(m_v^2 c^2)}{dt} = - \frac{d}{dt} \left[ \frac{1}{2} k x^2 \right] \iff \frac{dE}{dt} = \frac{d}{dt} \left[ \frac{1}{2} k x^2 + m_v c^2 \right] = 0$$

So what is the energy concept here? We recognize the potential energy: it is the same $kx^2/2$ formula we get for the non-relativistic oscillator. No surprises: potential energy depends on position only, not on velocity. However, the $(1/2)m_0 v^2$ term that we would get when using the non-relativistic formulation of Newton’s Law is now replaced by the $m_v c^2 = \gamma m_0 c^2$ term. Both energies vary – with position and with velocity respectively – but the equation above tells us their sum is some constant. In fact, that’s we refer to it as an energy conservation equation. So we can imagine the same game: two oscillators working in tandem. The reader should remind him- or herself that $m_v$ is not the mass of the electron: it is the mass of the oscillating $zbw$ charge. Hence, we can calculate the total energy by equating $x$ to $0$ (the charge passes the center of its oscillation along the horizontal or vertical axis): $kx^2/2$ will then be equal to zero, and $m_v c^2$ will be equal to $m_c^2 = m_0 c^2 = \gamma m_0 c^2 = mc^2/2$. The $m$ in the latter expression is, effectively, the rest mass of the electron.

**The zbw electron as a perpetual current**

The $zbw$ model of an electron can also be described in terms of a perpetual current in some sort of superconducting ring, as illustrated in Figure 2. As such, we think of its energy in terms of an electromagnetic field. To be precise, we will think of a magnetic field keeping the $zbw$ charge in its orbit. This explains Hestenes’ interpretation of the $zbw$ model of an electron, which is equivalent to the oscillator model, and which he summarizes as follows:

“**The electron is nature’s most fundamental superconducting current loop. Electron spin designates the orientation of the loop in space. The electron loop is a superconducting LC circuit. The mass of the electron is the energy in the electron’s electromagnetic field.**”

---

6 Email from Dr. David Hestenes to the author dated 17 March 2019.
You may think this interpretation has a problem because we do not have any real material ring or wire in free space to hold and our guide our charge. However, the more advanced calculations of Hestenes (1990, 2008) and Burinskii (2008, 2016 and 2017) show that the scale and the magnitude of the force and the other variables don’t require any wiring: Nature has tuned this LC circuit perfectly well.

Figure 2: A perpetual current in a superconducting ring

We explored many interesting properties and implications of this model in the mentioned paper (we mentioned, most notably, that this allows for a realist interpretation of the wavefunction) but we won’t repeat these here. We would just like to make one small point on the energy density inside the loop. We do so because we said little or nothing about that in our previous analysis. Let us use the metaphor of that superconducting ring again to analyze this. Figure 2(a) above shows a uniform magnetic field going through that ring made of superconducting material. The idea then is that we would cool the ring below the critical temperature and switch off the field. Lenz’s law – Faraday’s law of induction, really – then tells us the change in the magnetic field (so that’s us flipping the kill switch, basically) will induce an electromotive force. Hence, we get an induced electric current, and its direction and magnitude will be such that the magnetic flux it generates will compensate for the flux change: the induced current in the superconducting circuit will just maintain the flux through the ring at the same value. However, while the flux will the same, you should note that the field looks different now: in Figure 2(a), we have a uniform magnetic field within the ring – the field in our apparatus, really – while in Figure 2 (b) we have a field that’s produced by the current flowing in the ring now. The new field gives us the same flux, but the field density is now much larger close to the ring, and the field density at the center is rather weak, even if the total flux has the same value.

Why is this important? It is important because we will probably want to know, at some point in the analysis, where the (field) energy is actually located. Why? Our \( m_r = m/2 \) formula establishes an equivalence between:

1. The moment of inertia of a point mass \( m_r \) at a distance \( r = a \) from the axis of rotation: \( I = m_r a^2 \).
2. The moment of inertia of a disk with radius \( r \) and mass \( m \): \( I = m\cdot a^2/2 \).

---

Hence, we must show that somehow the energy (or mass\(^8\)) effective mass of the electron will be spread over the disk. If we assume its energy – and, therefore, its mass – is spread uniformly over the whole disk\(^9\), then we can use the 1/2 form factor for the moment of inertia \((I)\). Hence, we conceptually distinguish the moment of inertia of the pointlike charge \((I_γ)\) and the moment of inertia of our electron \((I_e)\), and we write:

\[
\begin{align*}
(1) \quad L &= I_γ \cdot \omega = m_γ a^2 \cdot \frac{c}{a} = \frac{m}{2} \cdot \frac{h^2}{m^2 c^2} \cdot \frac{mc^2}{h} = \frac{h}{2} \\
(2) \quad L &= I_e \cdot \omega = \frac{ma^2}{2} \cdot \frac{c}{a} = \frac{m}{2} \cdot \frac{h^2}{m^2 c^2} \cdot \frac{mc^2}{h} = \frac{h}{2}
\end{align*}
\]

You may think this is rather obvious, but it isn’t. It is a very deep and philosophical point. The energy is in the motion, but there is also energy in the magnetic field and we should, therefore, show how the magnetic energy is spread uniformly over the whole disk to validate the second of the two equations above. We haven’t had the time to delve in this matter. The magnetic field becomes weaker as \(r\) goes to 0, and we know the energy density is proportional to the square of the magnetic field. Hence, if the magnetic field drops off as we move from the current ring to the center, we’d expect energy and, therefore, mass densities to decrease exponentially. This is a paradox which, hopefully, will not be too difficult to solve. We hope it’s not a spoiler!

Let’s move to the main topic of this paper.

The rest mass of the zbw charge

The Zitterbewegung model of an electron – or most flavors of that model, at least – assume the rest mass of the pointlike charge is zero. The idea here is Wheeler’s idea of mass without mass: the naked charge has no mechanical mass. Its motion is what gives it mass. That mass is nothing but the equivalent mass of the energy in its motion. However, it is actually tempting to entertain the hypothesis that our zbw charge would have some very tiny mass. The reason is the following: the \(p = m_ν v = γm_0 v = γm_0 c\) involves the product of zero \((m_0)\) and infinity \((γ\) for \(v = c\)), and such product does not seem to make any sense mathematically. To illustrate the issue, we used an online graphing tool (desmos.com) to illustrate what happens with the \(p = m_ν v = γm_0 v\) function for \(m = 0.001\) and \(ν/c\) ranging between 0 and 1.

**Figure 3:** \(p = m_ν v = γm_0 v\) for \(m \to 0\)

---

\(^8\) Einstein’s mass-energy equivalence relation – written as \(E/m = c^2\) here – tells us that energy and mass are linearly proportional, and that the constant of proportionality is equal to \(c^2\).

\(^9\) This is a very essential point. It is also very deep and philosophical. We say the energy is in the motion, but it’s also in the oscillation. It is difficult to capture this in a mathematical formula. In fact, we think this is the key paradox in the model.
It is quite enlightening: \( p \) is (very close to) zero for \( v/c \) going from 0 to 1 but then becomes infinity at \( v/c = 1 \) itself. This is, obviously, not a regular function: we don’t have a unique value for it at \( v/c = 1 \). What can we say about this? We think a particle that has some momentum should have some non-zero rest mass. Let us go through the math.

At first sight, the \( m \gamma = \gamma m_0 = m/2 \) is just like an \( x \cdot y = k \) relation: we have two variables (\( \gamma \) and \( m_0 \)), and their product is some constant (\( m/2 \)), so they are inversely proportional to each other. However, the relationship is, obviously, much more complicated. To be precise, the variables are not \( m_0 \) and \( \gamma \) but \( \gamma \) and \( v \), or \( v/c \). In fact, if we think of \( \beta = v/c \) as the variable, we may want to think of the other variable as some ratio between 0 and 1 too, so we can write it as \( m_0/m \) and re-write the equation accordingly.

However, that doesn’t help all that much. Let us try something else: if \( v \) is not equal to \( c \), then it’s actually the radius of that circular orbit that’s going to change: \( v = r \cdot \omega = r \cdot E/h = r \cdot m \cdot c^2 / h \). Hence, we can write the relation as:

\[
\sqrt{1 - \frac{v^2}{c^2}} = \frac{m_0}{\sqrt{1 - \frac{r^2}{a^2}}} = \frac{m_0}{\sqrt{1 - \frac{r^2}{c^2} \cdot \frac{c^4}{h^2}}} = \frac{m}{2}
\]

That’s interesting because we can rewrite this as:

\[
\frac{m_0}{\sqrt{1 - \frac{r^2}{a^2}}} = \frac{m}{2} \Leftrightarrow 2 \cdot \left( \frac{m_0}{m} \right) = \sqrt{1 - \left( \frac{r}{a} \right)^2}
\]

This is a function that makes us think of the \( y^2 = 1 - x^2 \) relation for a circle except for the 1/2 factor, but then we should note that the \( m_0/m \) ratio will effectively vary between 0 and 1/2, as opposed to \( r/a \), which will just like the \( x \) in the \( x^2 + y^2 = 1 \) relation – vary between 0 and 1. We get the following graph:

**Figure 4:** The \( m_0/m \) ratio as a function of the \( r/a \) ratio

![Graph](image)

However, this nice graph still doesn’t give us a good second fundamental relation that would solve the problem: what’s the actual \( m_0/m \) ratio? Is it zero (\( m_0 = 0 \)), 1/2 (\( m_0 = m/2 \)) or some value in-between?

We will let this matter rest for a while (this sounds a bit funny in this context) and first explore why it would depend on the \( r/a \) ratio.
The dependence of the anomalous magnetic moment on the \( \text{ZBW} \) radius

It is easy to show why the anomalous magnetic moment would depend on the \( \text{Zitterbewegung} \) radius. If we denote this radius by \( r \) (which may or may not be equal to \( a = \hbar/mc \)), then the formula for the angular momentum becomes:

\[
L = I_e \cdot \omega = \frac{m r^2 \cdot v}{r} = I_\gamma \cdot \omega = m_\gamma r^2 \cdot \frac{v}{r} = \frac{m \cdot r \cdot v}{2}
\]

The \( m \) is, once again, the rest mass of the electron\(^{10}\), so the formula is just the one we mentioned already. However, we substituted \( c \) for \( v \) and \( a \) for \( r \). The idea here is that the angular frequency \( \omega \) remains the same (\( \omega = E}/\hbar = v/r \)) because the rest mass (or rest energy) of the electron is what it is and, therefore, the radius \( r \) and \( v \) may be different from \( a \) and \( c \) but they are still related through the tangential velocity formula: \( v = r \cdot \omega = r \cdot E}/\hbar = r \cdot m \cdot c^2}/\hbar \). Note that \( I_e \) and \( I_\gamma \) denote the moment of inertia of the electron and the \( \text{ZBW} \) charge respectively.

To calculate the anomalous magnetic moment – which is actually an anomalous \( g \)-ratio\(^{11} \) - we need the electric current \( I = q_e \cdot \omega \). The current does not depend on \( v \) or \( r \): \( q_e \) is just the (naked) charge, and \( \omega \) is the same angular frequency \( \omega = E}/\hbar = v/r \). As mentioned, we assume \( v \) and \( r \) may vary but their ratio remains the same. The magnetic moment is equal to the current times the area of the loop and is, therefore, equal to:

\[
\mu = I \cdot \pi r^2 = q_e \cdot \frac{m c^2}{\hbar} \cdot \pi r^2 = q_e c \frac{\pi r^2}{2 \pi a} = q_e \frac{c}{2a}
\]

We substituted \( m c}/\hbar \) for \( \lambda_c = 2\pi \cdot a \) in the formula above. For \( a = r \), the formula simplifies to the one you know:

\[
\mu = q_e c \frac{\pi a^2}{2 \pi a} = q_e c \frac{\hbar}{2 m c} = \frac{q_e}{2 m} \hbar
\]

However, we don’t simplify here. Let us have a look at the formula for the \( g \)-ratio:

\[
g_r = \frac{\mu_r}{L_r} = \frac{I \cdot \pi r^2}{m_\gamma \cdot r \cdot v} = \frac{I \cdot \pi \cdot r}{m_\gamma \cdot v}
\]

What can we do with this? Nothing much. However, note that we introduced a subscript \( (g_r) \) to distinguish the actual value for \( g \) from its theoretical value, which we get from equating \( r \) to \( a \) and \( v \) to \( c \):

\[
g = \frac{\mu}{L} = \frac{I \cdot \pi a^2}{m_\gamma \cdot a \cdot c} = \frac{q_e \cdot c^2}{m \cdot a \cdot c/2} = \frac{q_e}{m}
\]

You will say this doesn’t look like the \( g \)-factor for the pure spin moment, and you are right. The convention is to write the \( g \)-factor as a multiple of \( q_e/2m \), so it is a pure number:

\(^{10} \) We could write it with a subscript \( (m = m_e) \) but, for the sake of keeping the notation as simple as possible, we refrained from that.

\(^{11} \) The gyromagnetic ratio is the ratio of the magnetic moment and the angular momentum. As mentioned, the anomalous magnetic moment is actually a misnomer. First, it is not a magnetic moment: it is the \( g \)-ratio. Second, as we try to show here, it may actually not be anomalous at all!
\[ \mathbf{\mu} = -g \left( \frac{q_e}{2m} \right) \mathbf{L} \leftrightarrow \frac{q_e}{2m} \hbar = g \frac{q_e}{2m} \hbar \leftrightarrow g = 2 \]

We think this convention obscures the matter, so we’ll just stick with our ratio – which is a real gyromagnetic ratio instead of some number – and let’s see what happens. The anomaly is usually defined as the *difference* between real gyromagnetic ratio and the theoretical value \((g_r - g)\) but we’ll also write it as a ratio:

\[
\frac{g_r}{g} = \frac{\frac{q_e c v^2}{2a^2}}{\frac{m \cdot r \cdot v/2}{a^2}} = \frac{r^2}{a^2} = \frac{r}{a}
\]

This is a wonderful result: the anomaly is just the ratio between the *actual or effective* Zitterbewegung radius and its theoretical value. We can write it very simply:

\[ g_r = \left( \frac{r}{a} \right) g \]

We know Schwinger’s first-order value for the anomaly is \(\alpha/2\pi \approx 0.00116141\). We also know and we know – from experiments that measure this \(g\)-ratio – that this first-order correction explains 99.85% of the anomaly. The second-, third-, or \(n\)th-order corrections that one gets only need to explain 0.15%.

The \(\alpha\) in the formula is the fine-structure constant \((\alpha \approx 1/137)\), and it also relates the Compton radius to the Thomson radius. The Thomson radius is the classical electron radius: \(r_e = \alpha \cdot a \approx \alpha/137 \approx 2.818 \times 10^{-15}\) m. We get this radius from elastic scattering experiments. They are referred to as elastic because the photon seems to bounce off some hard core: there is no interference. In contrast, Compton scattering is usually explained by some electron-photon interference. It involves high-energy photons (the light is X- or gamma-rays) whose energy will be briefly absorbed before the electron comes back to its equilibrium situation by emitting another photon. The wavelength of the emitted photon will be longer. The photon has, therefore, less energy, and the difference in the energy of the incoming and the outgoing photon gives the electron some linear momentum.

This picture is fully consistent with the Zitterbewegung model of an electron: the hard core is just the pointlike charge itself. It is, effectively, pointlike \((10^{-15}\) m is the femtometer scale) but, as we can see, pointlike does not mean dimensionless. So what is going on here, and can we explain Schwinger’s \(\alpha/2\pi\) factor for the anomaly?

**A classical explanation for the anomaly**

Figure 5 is not to scale but illustrates the geometry of the situation. We think of the naked charge as a charged sphere with radius \(\alpha \cdot a\) moving in a circular orbit with radius \(r = a\).

---

The points in the two triangular areas will move at a velocity $v$ which is slightly higher than $c = a \cdot \omega$. Hence, the effective center of charge is slightly changed here. We could provide a formal definition here but we don’t think it’s necessary: it is obvious that we can define the concept of the effective center of charge in pretty much the same way as we would define the effective center of mass: we think of the zbw charge as consisting of a potentially infinite number of infinitesimally small charged points, which rotate about the center at a velocity that is defined by their distance from the center. The point is: if we want the charged sphere – on average and as a whole – to move around the center at the speed of light ($c$), then we have to reduce the effective zbw radius somewhat. This correction is approximated by the distance $x/2$ in Figure 6.

All that remains to be done is to prove that the correction is equal (or not) to $\alpha/2\pi$. Let’s explore the geometry somewhat further. To facilitate calculations, we scaled everything by dividing the radii of the two circles ($\alpha \cdot a$ and $a$) by $a$, so the large circle is the unit circle, and the radius of the sphere of charge is $\beta = \alpha$.\footnote{We insert a new symbol ($\beta$) so that you would think of it as a variable rather than as a constant (the fine-structure constant). It is, strictly speaking, not necessary, but it helped my thinking so I hope it helps yours too.} Also, our length $x$ now becomes $y = x/a$.\footnote{We insert a new symbol ($\beta$) so that you would think of it as a variable rather than as a constant (the fine-structure constant). It is, strictly speaking, not necessary, but it helped my thinking so I hope it helps yours too.}
It now becomes obvious that we have two similar triangles here. The first triangle is the triangle in the large circle, which represents the orbit of our zbw charge. The height of the first triangle – whose base is now equal to \( r = 1 \) (its base was \( a \) before re-scaling) – is equal to the base of the second triangle, which is the triangle in the small circle, which represents the circumference of the zbw charge, which was equal to \( 2\pi \cdot a \cdot a \) before re-scaling. Hence, the height of the large triangle (\( \beta = \alpha \)) is the base of the small triangle.

The length of the hypothenuse (which we will denote by \( h \) as per the usual convention) is equal to the ratio of \( y \) and \( \sin \theta \). Conversely, the length we want to calculate (\( y \), which we can then scale back to find \( x \) and \( x/2 \)), will be equal to \( y = h \cdot \sin \theta \). Now, because the large circle is the unit circle, we know that \( \sin \theta \) will be equal to \( \beta = \alpha \). Hence, we can write:

\[
y = h \cdot \alpha = h \cdot \alpha
\]

But what is the length of that hypothenuse? Not sure, but it is easy to see that it depends on \( \theta \), or on \( \beta \). But how exactly? If \( \beta = 1 \), the \( \theta \) angle will be equal to \( \pi/4 \), so that’s one eighth of the circumference of the circle: \( \beta = 1 \iff \theta = 2\pi/8 = \pi/4 \). We can now take smaller values of \( \beta \) to approximate the actual \( \beta = \alpha \), and it is easy to see we have a proportional relation here, as shown in Table 1.

**Table 1:** The proportionality between \( \beta \) and \( \theta \)

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta = 1 )</td>
<td>( \theta = 2\pi/8 = \pi/4 )</td>
</tr>
<tr>
<td>( \beta = 1/2 )</td>
<td>( \theta = (2\pi/8) \cdot (1/2) = (2\pi/8)/2 = \pi/8 )</td>
</tr>
<tr>
<td>( \beta = 1/4 )</td>
<td>( \theta = (\pi/4) \cdot (1/4) = \pi/16 )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>( \beta = \alpha )</td>
<td>( \theta = (\pi/4) \cdot \alpha )</td>
</tr>
</tbody>
</table>

14 Two triangles are similar – i.e. they have the same shape – if every angle of one triangle has the same measure as the corresponding angle in the other triangle. The corresponding sides of similar triangles have lengths that are in the same proportion, and this property is also sufficient to establish similarity.

15 There is not much scope for confusing \( h \) with Planck’s constant here, so we should not invent some other symbol here.
The \( y = h \cdot \sin \theta \) and \( h = y/\sin \theta = y/\alpha \) relations are nice but give us a tautology: \( y = y \). We need to try something else. Let us try the small-angle approximation. Indeed, our ratio \( \alpha \) is very small and, hence, we can write: \( \sin \theta \approx \theta = (\pi/4) \cdot \alpha \) (the latter identity is given in the table above). In addition, we can also use the small-angle approximation to write \( h \) as \( h \approx \alpha \), so we get:

\[
y = h \cdot \sin \theta \approx \alpha \cdot \theta = \alpha \cdot (\pi/4) \cdot \alpha = (\pi/4) \cdot \alpha^2
\]

Let’s scale everything back to the actual size by multiplying all lengths by \( a \). We get:

\[
x = a \cdot y = (\pi/4) \cdot \alpha^2 \cdot a \implies x/2 = a \cdot y/2 = (\pi/8) \cdot \alpha^2 \cdot a
\]

Now, we are interested in the anomaly, which we can now write as:

\[
\frac{g - g_r}{g} = \frac{a - r}{a} = \frac{x/2}{a} = \frac{(\pi/8) \cdot \alpha^2 \cdot a}{a} = \frac{\pi \cdot \alpha^2}{8}
\]

This result is good, but it is not good enough. It is good because it is a result that is expressed in terms of \( \alpha \) and \( \pi \) – and, importantly, nothing else – but the formula differs from Schwinger’s \( \alpha/2\pi \approx 0.00116141 \) factor. It’s not even close numerically: \( \pi \cdot \alpha^2/8 \approx 0.000021 \). The result is off by a factor that’s equal to \( 4/\pi^2 \alpha \approx 55.5 \), so that’s a factor of the order of \( 1/\alpha \approx 137 \). That’s not a disaster for a first attempt at calculation but it’s, obviously, not good enough.

Is there any way out? We may think it’s got something to do with the fact that we imagine the \( zbw \) charge to be some sphere of charge. Indeed, unlike our electron, we do not picture it as some disk. Our little triangle is a little cone of charge, so perhaps we should calculate the ratio between the volume of our cone of charge and the total volume of charge. We can do that. The formula for the volume of a cone is equal to \( V = \pi \cdot b^2 \cdot h/3 \). The \( b \) and \( h \) here are the base (\( b \)) and the height (\( h \)) of the triangle that defines the volume of rotation here. Hence, \( b \) and \( h \) are equal to \( x \) and \( \alpha \cdot a \) here.

\[
\frac{V_r}{V} = \frac{\pi \cdot (\pi^2 \cdot a^2/4) \cdot \alpha \cdot a}{4\pi \cdot (\alpha \cdot a)^3} = \frac{\pi^2 \cdot \alpha^2}{4^3}
\]

As expected, this line of reasoning just confirms we get an anomaly that is of the same order:

\[
\frac{g - g_r}{g} \propto \alpha^2
\]

In contrast, Schwinger’s factor is of the order \( \alpha \): no square. But... \textit{Wait a minute!} We should actually look at the volumes of rotation here:

1. We have (the surface of) a little triangle going around a loop whose circumference is approximately \( 2\pi \cdot a \). The volume of rotation of this little triangle will approximate \( V = (h \cdot b/2) \cdot (2\pi R) = [(\alpha \cdot a) \cdot (\pi \alpha^2 a^2/8) / 2] \cdot (2\pi R) = \pi^2 a^3 / 8 \). In fact, we have two little triangles and the relevant volume may, therefore, be equal to \( (h \cdot b) \cdot (2\pi R) = \pi^2 a^3 / 4 \).

2. The volume of rotation for our \( zbw \) charge will approximate \( V = (\pi R^2) \cdot (2\pi R) = (\pi R^2) \cdot (2\pi R) = (\pi a^2 \cdot a^3) / 2(2\pi a) = 2\pi^2 a^2 \cdot a^3 \).

The ratio of these two volumes is equal to:
\[
\frac{V_x}{V} = \frac{\pi^2 a^3 \alpha^3}{4} \cdot \frac{1}{2\pi^2 a^3} = \frac{\alpha}{8}
\]

This is the right order of magnitude but our calculation is still off by a factor that’s equal to 4/π, so that’s almost 30\%\textsuperscript{16}. In light of the primitive analysis, this \(\alpha/8\) factor looks like a great first-order start, but we should improve on it. How could we do that?

Our formulas for the volume of rotation are, obviously, approximative only: we should calculate an integral to get the \textit{exact} toroidal volumes. At the same time, the product of a surface with some \textit{effective} radius \(R\) should give us the volume and, while we have an effective radius that is not \textit{exactly} equal to \(a\), the effective radius for the two volumes will be the same, so the error is (probably) not in the value that we are using for the radius \(R\). The correction(s) that is (are) to be made need to take into account that the small triangles are \textit{not} exact triangles, and that their surface is, therefore, \textit{smaller} than \(b\cdot h\). Also, the \(\frac{1}{2}\) factor in the \(\alpha\cdot a/2\) and \(x/2\) lengths of the sides of these triangles is not correct. We can, of course, just plug in the mentioned \(4/\pi \approx 1.273\) factor to get the right result – as we do below – but that doesn’t explain much.

\[
\frac{g - g_T}{g} = \frac{4}{\pi} \cdot \frac{V_x}{V} = \frac{4}{\pi} \cdot \frac{(h \cdot b) \cdot (2\pi R)}{(\pi r^2) \cdot (2\pi R)} = \frac{4}{\pi} \cdot \frac{(\alpha \cdot a) \cdot \pi a^2 \alpha}{\pi \cdot \alpha^2 a^2} \cdot \frac{\alpha}{2\pi} = \frac{\alpha}{2\pi}
\]

We conclude that, while the first stab at it yields encouraging results, we obviously still have some work to do.

Some additional classical considerations

As mentioned, there is still some work ahead but, at the same time, it is quite remarkable that we are so close to the mark. There are, indeed, many other factors to consider. One important factor, for example, is the classical coupling between the spin and orbital angular momentum which one would expect to see in a one-electron cyclotron. The electron in the Penning trap that is used in these experiments is, effectively, not a spin-only electron. It follows an orbital motion – that is one of the three or four layers in its motion, at least – and, hence, if some theoretical value for the \(g\)-factor has to be used here, then one should also consider the \(g\)-factor that is associated with the orbital motion of an electron, which is that of the Bohr orbitals (\(g = 1\)).

Hence, one would expect to see a classical coupling between (1) the precession, (2) the orbital angular momentum and (3) the spin angular momentum, and the situation is further complicated because of the electric fields in the Penning trap, which add another layer of motion. The complexity of the situation is illustrated below\textsuperscript{17}. Hence, we are hopefully that some more research will be able to narrow the gap between the \textit{zbw} explanation and QFT calculations.

\textsuperscript{16} The percentage depends on whether one prefers to calculate \(1 - 4/\pi\) or, alternatively, \(1 - \pi/4\).

\textsuperscript{17} The source of the illustration is the following course material, which we found particularly enlightening: \textit{Cyclotron frequency in a Penning trap}, Heidelberg University, Blaum Group, 28 September 2015. The motions are complicated because the Penning trap traps the electron using both electric as well as magnetic fields.
Figure 8: The three principal motions and frequencies in a Penning trap

One other serious consideration that may affect the result is the assumption that the rest mass of the naked (zbw) charge is equal to zero. As we mentioned, perhaps it is close to zero, but not exactly zero. This would be an easy way to make the calculations come out alright, but the associated calculations will be more complicated, and critics would be right in saying that we’re making the theory fit experiment. At the same time, I’d say the following to these critics: the model on which these calculations are based would seem to have more appeal than the hocus-pocus on which current QFT calculations are based.

Finally, we would like to point out that, even if we would be left with a difference of almost 30%, such difference is still smaller than what famous theorists like Richard Feynman find acceptable for first approximations. For example, Richard Feynman’s calculation of the size of an atom – which is widely quoted still – starts by saying that “we need not trust our answer to within factors like 2, π, etcetera” when doing this kind of “dimensional analysis.” (Feynman’s Lectures, Vol. III, Chapter 2, Section 4).

Conclusions
This paper explored the geometry of the zbw model in very much detail and calculated the order of magnitude of the anomalous magnetic moment assuming the naked zbw charge has zero rest mass. We found an anomalous magnetic moment that is off by about 25-30% only (as compared to the experimentally established value in, for example, the Harvard experiments\(^\text{18}\)). This is encouraging because the calculations show the result will be some function of \(α\) and \(2\pi\), and of those two factors only. More research is needed to reduce the error because of (i) the approximative formulas we used and (ii) the need to include an analysis of other factors, which include the classical coupling between spin-only and orbital moment which one would expect to see in a one-electron cyclotron.

Jean Louis Van Belle, 11 June 2019

---
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