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Abstract

It is well known that our knowledge about the radiation reaction of an electron in classical electrodynamics is unambiguous, but the self-action is not. The latter corresponds to an electromagnetic mass which is not relativistically covariant. In this paper we first derive a new formula for energy density of electrostatic fields. By establishing a delay coordinate system, a classical equation of motion of an electron is then obtained based on the conservation of energy and momentum. Finally we calculate the self-energy of an electron in quantum electrodynamics and find that it merely leads to an additional mass of the electron. Thus the covariance of the self-action is proved without altering classical electrodynamics but with a direct cut-off imposed on the integral of the self-energy. The detail that the self-action becomes covariant in quantum electrodynamics is unknown. However, the interaction energy of an electron interacting with vacuum fluctuations can be easily calculated by assuming that every mode of the radiation fields is occupied by one real photon. Making use of all the results we obtain a semi-classical and covariant equation of motion of an electron.

1 Energy of Electrostatic Fields

In many books about classical electrodynamics[1], the electrostatic energy density

\[ u = \frac{1}{8\pi} E^2 \] (1)

is derived from

\[ W = \frac{1}{2} \sum_{i=1}^{n} q_i V(r_i) \] (2)

(1) can not be correct since one will get an infinite result after integrating it while (2) is always finite. Obviously (1) contains the potential energy shared
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by charges as well as the field energy owed by charges themselves which remains constant in electrostatic. (2) is just the former. The latter shall not be counted in the deduction of (1). Hence we will give a new derivation about the electrostatic energy density.

We rewrite (2) as

\[ W = \frac{1}{2} \sum_{i=1}^{n} q_i V_{fi} \]  

(3)

where \( V_{fi} \) is the total potential at \( r_i \) produced by all the charges except the charge \( i \). The second subscript of \( V_{fi} \) means ‘at \( r_i \)’. In order to use integral afterwards we write \( q_i \) as

\[ q_i = \rho_i \Delta V_i = q_i \delta(r_i) \Delta V_i \]

where \( \Delta V_i \) is a small volume at point \( r_j \). Substitute this equation into (3) we obtain

\[ W = \frac{1}{2} \sum_{i=1}^{n} q_i \delta(r_i) \Delta V_i V_{fi} \]  

(4)

According to Gauss’s law we have at \( r_i \)

\[ \nabla \cdot E = 4\pi \rho_i = 4\pi q_i \delta(r_i) \]

We use \( E_{ij} \) to denote the field strength at \( r_j \) produced by \( q_i \). Then the electric field strength \( E \) at \( r_i \) can be split into two parts

\[ E = E_{ii} + E_{fi} \]

Where the two parts satisfy respectively

\[ \nabla \cdot E_{ii} = 4\pi q_i \delta(r_i) \]  

(5)

and

\[ \nabla \cdot E_{fi} = \nabla \cdot E_{1i} + \nabla \cdot E_{2i} + \cdots + \nabla \cdot E_{i-1,i} + \nabla \cdot E_{i+1,i} + \nabla \cdot E_{ni} = 0 \]  

(6)

The reason for (6) is that except the charge \( q_i \) all the other charges are not at \( r_i \), i.e.

\[ \nabla \cdot E_{ki} = 0, \ for \ k \neq i \]

Thus we can retain the term \( \nabla \cdot E_{fi} \) or abandon it. Retaining it means we are calculating the action \( V_{fi} \) of on \( E_{fi} \), which is exactly the self-action. Therefore we abandon it. Plugging (5) into (4) we get

\[ W = \frac{1}{8\pi} \sum_{i=1}^{n} \nabla \cdot E_{ii} V_{fi} \Delta V_i \]  

(7)

*The meaning of the subscripts of \( E_{fi} \) is the same as that of \( V_{fi} \). Similarly, \( E_{ii} \) denotes the field strength at \( r_i \) produced only by \( q_i \).
As mentioned previously, the divergence of $E_{ij}$ vanishes everywhere except at $r_i$. We can add the term below to every term of the sum on the rhs of (7)

$$
\sum_{j=1, j \neq i}^{\infty} \nabla \cdot E_{ij} V_{ij} \Delta V_j
$$

Consequently

$$
W = \frac{1}{8\pi} \sum_{i=1}^{n} \left( \nabla \cdot E_{ii} V_{ii} \Delta V_i + \sum_{j=1, j \neq i}^{\infty} \nabla \cdot E_{ij} V_{ij} \Delta V_j \right)
$$

$$
= \frac{1}{8\pi} \sum_{i=1}^{n} \sum_{j=1}^{\infty} \nabla \cdot E_{ij} V_{ij} \Delta V_j
$$

$$
= \frac{1}{8\pi} \sum_{i=1}^{n} \int_{V} \nabla \cdot E_i V_i dV
$$

In the last step we have thrown away the second index of $E_{ij}$ and $V_{ij}$ since we are integrating them in a volume $V$. $V$ shall be big enough to include all the charges. After applying an integration by parts we obtain

$$
W = \frac{1}{8\pi} \sum_{i=1}^{n} \left( - \int_{V} E_i \cdot \nabla V_i dV + \oint_{S} V_i E_i \cdot dS \right)
$$

(8)

If we choose the volume $V$ to be the whole space, the second integral in the bracket of (8) would vanish. Due to

$$
\nabla V_i = -E_i
$$

(8) becomes

$$
W = \frac{1}{8\pi} \sum_{i=1}^{n} \int_{V} E_i \cdot E_i dV
$$

(9)

Consider a system of two point charges, we have

$$
E_i = E_2, \ E_j = E_1
$$

(9) gives

$$
W = \frac{1}{4\pi} \int_{V} E_1 \cdot E_2 dV
$$

(3) being always finite guarantees the same holds for (9). The form of (9) implies that the energy of electrostatic fields origins from ‘interaction’ between charged particles. One can verify easily (10) for two point charges[2].
2 A Classical Equation of Motion of an Electron

The success of eliminating the self-action of a point charge in last section motivates us to go further. If we continue to apply the method to general electromagnetic phenomena in which electrons are usually in motion, however, we would still obtain only the energy of ‘interaction’. As it is known, when an electron is accelerated its own field will ‘twist’, which implies the field has indeed changed. In addition, electromagnetic radiation always takes away some energy and momentum from the electron. Therefore reaction of the field exerting on the electron shall exist. It is expected then we would encounter some infinity in view of (1). But we shall keep in mind that only the change of the energy and the momentum of the field, which corresponds to the reaction, is meaningful to us. In other words, the motion of the electron interacting with the electromagnetic field may be learned by calculating the change of the latter.

We want to obtain an equation of motion with manifest Lorentz covariance. To this end, it is suitable to adopt the covariant form of electrodynamics*. The equations for the electron interacting with electromagnetic fields are

\[ \frac{dp_{\mu}^{\text{mech}}}{dt} = -\frac{1}{c} \int F_{\mu\nu}^{\text{tot}} j^\nu d^3x \]  

(11)

\[ \partial_\mu F_{\mu\nu}^{\text{tot}} = -\frac{4\pi}{c} j^\nu \]  

(12)

where \( p_{\mu}^{\text{mech}} \) is the mechanical energy-momentum vector of the electron and \( F_{\mu\nu}^{\text{tot}} \) is the total field strength tensor. According to the principle of superposition, the latter can be split into two terms, namely, those of external fields and that of the field of the electron itself:

\[ F_{\mu\nu}^{\text{tot}} = F_{\mu\nu}^{\text{sel}} + F_{\mu\nu}^{\text{ext}} \]  

(13)

There aren’t any other charged particles except the electron in the space we consider. Therefore,

\[ \partial_\mu F_{\mu\nu}^{\text{ext}} = 0 \]

In view of (12) we obtain then a equation

\[ \partial_\mu F_{\mu\nu}^{\text{sel}} = -\frac{4\pi}{c} j^\nu \]  

(14)

Using the four-potential we write \( F_{\mu\nu}^{\text{sel}} \) as

\[ F_{\mu\nu}^{\text{sel}} = \frac{\partial A_\nu^{\text{sel}}}{\partial x_\mu} - \frac{\partial A_\mu^{\text{sel}}}{\partial x_\nu} \]  

(15)

In Lorentz gauge (14) now becomes

\[ \Box A_\mu^{\text{sel}} = -\frac{4\pi}{c} j^\mu \]  

(16)

*We use \( g_{\mu\nu} = \text{diag}\{-1,1,1,1\} \) in this section.
Let $\chi^\mu(\tau)$ be the world-line function of the electron which we regard it as a point charge. The current density is then

$$j^\mu(x) = e c \int_{-\infty}^{\infty} \delta(x - \chi(\tau)) v^\mu(\tau) d\tau$$

In order to use some delay quantities to express the solution of (16), we introduce a vector $u^\mu$ which satisfies

$$u^\mu u_\mu = 1, \quad u^\mu v_\mu = 0$$

The potential to be solved at $x^\mu$ is produced by the electron when it was at $\chi^\mu$. If we let

$$R^\mu = x^\mu - \chi^\mu \quad (17)$$

The delay relation is then

$$R^\mu R_\mu = 0$$

We also introduce an invariant

$$\rho = -\frac{R^\mu v_\mu}{c}$$

(17) now can be written

$$R^\mu = \rho(u^\mu + \frac{v^\mu}{c}) \quad (18)$$

We find that the solution of (16) is

$$A^\mu_{sel}(x) = \frac{e}{c} \frac{v^\mu}{\rho} \quad (19)$$

The field strength tensor can be calculated from (15). The result is

$$F^{\mu\nu}_{sel} = \frac{e}{c^2 \rho^2} (u^\mu u^\nu - v^\mu v^\nu) + \frac{e}{c^2} \left[ \left( a^\mu v^\nu - a^\nu v^\mu \right) + u^\nu (a^\mu + \frac{a^\nu v^\mu}{c}) - u^\mu (a^\nu + \frac{a^\nu v^\mu}{c}) \right]$$

where $a_u$ is defined by

$$a_u = a^\mu u_\mu$$

We are interested in the symmetric tensor which is given by

$$\Theta^{\mu\nu}_{tot} = \frac{1}{16\pi} g^{\mu\nu} (F_{tot})_{\alpha\beta} (F_{tot})^{\alpha\beta} + \frac{1}{4\pi} (F_{tot})^{\mu\alpha} (F_{tot})_{\alpha\nu}$$

Substituting (13) into it yields

$$\Theta^{\mu\nu}_{tot} = \Theta^{\mu\nu}_{sel} + \Theta^{\mu\nu}_{ext} + \Theta^{\mu\nu}_{crs}$$

where
\[ \Theta_{\mu\nu}^{\text{sel}} = \frac{e^2}{4\pi}\left(\frac{u^\mu a^\nu - v^\mu v^\nu}{c^2} - \frac{1}{2}g^{\mu\nu}\right) + \frac{e^2}{2\pi c^2 \rho^3}(a^\mu R^\nu - a^\nu R^\mu - \frac{a(\mu R^\nu)}{\rho}) \]

\[ = \Theta_\nu^{\mu} + \Theta_\nu^{\mu} + \Theta_a^{\mu\nu} \]

The divergence of the total symmetric tensor is

\[ \partial_\mu \Theta_{\mu\nu}^{\text{tot}} = -\frac{1}{c}F_{\mu\nu}^{\text{tot}}j^\nu \]

We call \( \Theta_{\mu\nu}^{\text{crs}} \) the ‘cross’ term. It is composed of the field variables of the electron and the external field variables while \( \Theta_{\mu\nu}^{\text{sel}} \) contains only the former and \( \Theta_{\mu\nu}^{\text{ext}} \) the latter. From (19) it can be shown that

\[ \Theta_{\mu\nu}^{\text{sel}} = \frac{1}{8\pi}g^{\mu\nu}(F_{\text{sel}})_{\alpha\beta}(F_{\text{ext}})^{\alpha\beta} + \frac{1}{4\pi}[(F_{\text{ext}})^{\mu\alpha}(F_{\text{sel}})^{\alpha\nu} + (F_{\text{ext}})^{\nu\alpha}(F_{\text{sel}})^{\alpha\mu}] \]
We choose that the volume $V$ contains only the electron being studied. Hence,

$$\partial_\mu \Theta_{\mu\nu}^{\text{ext}} = 0$$

Thus we do not need to consider the external term in (22). Consequently, (23) becomes

$$\frac{d}{d\tau_0} \int_{\Sigma} dS \varepsilon(n)n_\mu \frac{1}{c} (\Theta_{\mu\nu}^{\text{sel}} + \Theta_{\mu\nu}^{\text{crs}}) = \frac{dp_{\text{mech}}^\nu}{d\tau_0}$$

(24)

We assume that the electron was moving uniformly with velocity $v_0$ until it begins to accelerate at $t = 0$ under the action of the external field, as shown below. The shape of volume $V$ can be chosen arbitrarily without affecting our result of calculation as long as the electron is located in $V$. We choose it to be a rectangle so that the calculation would be simple. As exhibited in the figure, the furthest points at which the electromagnetic signals arrive at $t_0$ are labeled by $P'$ and $P''$. With the exception of the segment $PP'$, we denote with $\Sigma'$ the remainder of the boundary $\Sigma$. The electromagnetic fields on $\Sigma'$ are all produced by the uniform motion of the electron, of which we use $\Theta_{\mu\nu}^{v_0} v_0$ to represent the symmetric tensor. When evaluating the integral on the lhs of (24), we don’t need to calculate directly that involving $\Theta_{\mu\nu}^{v_0}$. If the electron continues to move uniformly after $t = 0$ with the absence of external fields, we have from (23)

$$\frac{d}{d\tau_0} \int_{\Sigma} dS \varepsilon(n)n_\mu \frac{1}{c} \Theta_{\mu\nu}^{v_0} = - \frac{d}{d\tau_0} \int_{P'} dS \varepsilon(n)n_\mu \frac{1}{c} \Theta_{\mu\nu}^{v_0} = \int_{\Sigma'} dS \varepsilon(n)n_\mu \frac{1}{c} \Theta_{\mu\nu}^{v_0}$$

(25)

or

$$\int_{\Sigma'} dS \varepsilon(n)n_\mu \frac{1}{c} \Theta_{\mu\nu}^{v_0} = \frac{1}{c} \Theta_{\mu\nu}^{v_0}$$

*For the sake of brevity, we drew the diagram in only two dimensions.*

Figure 1: the world-line of the electron in two dimensional space-time.
According to (21) and the above equation, the first term on the lhs of (24) is

\[
\frac{d}{d\tau_0} \int_{\Sigma} dS\varepsilon(n) n_\mu \frac{1}{c} \Theta^\mu_{sel} \\
= \frac{d}{d\tau_0} \left[ \int_{P'} dS\varepsilon(n) n_\mu \frac{1}{c} (\Theta^\mu_{a} + \Theta^\mu_{v} + \Theta^\mu_{v}) \right] + \int_{\Sigma'} dS\varepsilon(n) n_\mu \frac{1}{c} \Theta^\mu_{v_0} \\
= \frac{d}{d\tau_0} \int_{P'} dS\varepsilon(n) n_\mu \frac{1}{c} (\Theta^\mu_{a} + \Theta^\mu_{v} + \Theta^\mu_{v} - \Theta^\mu_{v_0})
\]

(24) becomes then

\[
\frac{d}{d\tau_0} \int_{\Sigma} dS\varepsilon(n) n_\mu \frac{1}{c} \Theta^\mu_{crs} + \frac{d}{d\tau_0} \int_{P'} dS\varepsilon(n) n_\mu \frac{1}{c} (\Theta^\mu_{a} + \Theta^\mu_{v} + \Theta^\mu_{v} - \Theta^\mu_{v_0}) = \frac{dp_{\text{mech}}}{d\tau_0}
\]

(26)

To get an equation of motion of the electron, what we need to do next is to calculate the integrals on the lhs of the above equation. The calculation has been exhibited in Appendix A. The result is (See (A.10))

\[
\frac{dp_{\text{mech}}}{d\tau} + \frac{d}{d\tau} \left( \frac{2 e^2 \gamma \beta}{3 a_0} \right) = \gamma \left( eE + \frac{v \times B}{c} \right) - \frac{2 e^2}{3 c^5} a^\lambda a_\gamma v
\]

(27a)

\[
\frac{dE_{\text{mech}}}{d\tau} + \frac{d}{d\tau} \left( \frac{1 e^2 \gamma}{2} \frac{1 + \frac{1}{3} \beta^2}{3 a_0^3} \right) = \gamma \frac{e v \cdot E}{c} - \frac{2 e^2}{3 c^4} a^\lambda a_\gamma
\]

(27b)

where \( a_0 \) is the radius of cut-off. Note that this equation is exact without any approximation.

3 Modification from Quantum Electrodynamics

We immediately recognize the terms in the brackets on the LHS of (27) if we write down the energy and the momentum according to (A.5) and (A.6) of the field of a point charge moving uniformly

\[
P_{\text{field}} = \frac{2 e^2 \gamma \beta}{3 a_0} \quad E_{\text{field}} = \frac{1 e^2 \gamma (1 + \frac{1}{3} \beta^2)}{2 a_0}
\]

(28)

For comparison, the electrostatic energy of a point charge is \( e^2/2a_0 \). Therefore, the terms in the brackets on the LHS of (27), which do not form a 4-vector, correspond to the electromagnetic mass of an electron. The LHS of (22) is generally a 4-vector unless the symmetric tensor \( \Theta^\mu_{\nu} \) has singularities, which is our case in virtue of (21). An interesting aspect of our result (27) is that the radiation reaction

\[
\frac{2 e^2}{3 c^5} a^\lambda a_\gamma v^\mu
\]
exactly constitutes a 4-vector, although $\Theta_{a}^{\mu\nu}$ has a quadratic singularity $\rho^{-2}$. This is due to the quadratic zero of the volume element of integral (See (A.4)). But this zero can not cancel the divergent in $\Theta_{\mu\nu}^{a}$ and $\Theta_{\nu\alpha}^{v}$. It has been a problem up to now[5] that the electromagnetic mass being not covariant. It is very interesting that if the electron moves with velocity $c$, the energy and the momentum of the field would form a 4-vector in view of (28).

To solve the problem many attempts have be made[2]. One of them, for example, was brought forward by Born and Infeld. They modified the Maxwell equations in the region of small distance away from an electron to reduce the infinity of the fields to a finite value. But we are not in the situation yet in which we have to propose hypotheses. Because it has been proved in quantum electrodynamics that the effect of the self-action of an electron can be included in the observed mass[6]. However, it seems that the meaning of this procedure-renormalization, hasn’t been clarified thoroughly, especially the link between it and the classical theory.

The self-energy of a free electron can be calculated by using the perturbation theory. What the change of the wave-function the self-action leads to is just a factor $e^{-i\Delta ET}$. The first-order of the change is given by[7](\bar{u}u = 1, g^{\mu\nu} = \{1, -1, -1, -1\})

$$\lim_{T \to \infty} -i\Delta ET = \frac{1}{N} e^{2} \int d^{4}x d^{4}y \bar{\psi}(x)(-i\gamma_{\mu})iS_{F}(x-y)(-i\gamma_{\nu})iD_{\mu\nu}^{\nu}(x-y)\psi(y)$$ (29)

where $N$ is a normalization factor. It equals to $(2\pi)^{3}\delta^{3}(0)$ if continuum normalization is applied to $\psi(x)$. After integrating over one of the coordinate variables, we get

$$\Delta E = e^{2}i \int d^{4}x \bar{\psi}(x)\gamma_{\mu}S_{F}(x-y)\gamma_{\nu}D_{\mu\nu}^{\nu}(x-y)\psi(y)$$

It reads in momentum space

$$\Delta E = -4\pi e^{2} \frac{m}{E} \int \frac{d^{4}k}{(2\pi)^{4}} \frac{1}{\not{p} - \not{k} - m} \frac{1}{k^{2}}$$ (30)

This integral divergences. One can regulate it using Pauli-Villars’ procedure or Feynman’s method. Instead of using the usual regularization, we apply directly a cut-off to the integral with the help of Wick rotation[9]. This procedure, which cuts off integrals at a large momentum, is essentially equivalent to the method we adopted in Appendix A, i.e. digging out a sphere from the volume we consider in the instantaneously rest frame, while in Feynman’s method electrodynamics have been modified in the short-range around an electron[7].

To illustrate our method, let us calculate first

$$\int \frac{d^{4}k}{(2\pi)^{4}} \frac{1}{k^{2} + i\varepsilon - L}$$

we make a substitution: $k_{0} \to ik_{0}$, so that
\[ k^2 = -(k_0^2 + k^2) = -k_E^2 \]  

\( k_E \) is obviously a Lorentz invariant. Therefore,

\[
\int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 + i\varepsilon - L} = \frac{-i}{(2\pi)^4} \int \frac{d^4k_E}{k_E^2 + L} \int d\Omega_4 \int_0^\infty dk_E \frac{k_E^3}{k_E^2 + L} \\
= \frac{-i}{8\pi^2} \left( \frac{\lambda^2}{2} - \frac{L}{2} \log \frac{\lambda^2 + L}{L} \right)
\]

Here in the last step we have cut off the integral at \( \lambda \). Replacing the integration variable \( k \) with \( k - p \) gives

\[
\int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 - 2p \cdot k - \Delta} = \frac{-i}{8\pi^2} \left( \frac{\lambda^2}{2} - \frac{\Delta + p^2}{2} \log \frac{\lambda^2 + \Delta + p^2}{\Delta + p^2} \right)
\]

Differentiating both sides of the above equation with respect to \( \Delta \) and \( p^\alpha \) respectively yields

\[
\int \frac{d^4k}{(2\pi)^4} \frac{1}{(k^2 - 2p \cdot k - \Delta)^2} = \frac{i}{8\pi^2} \left[ \lambda^2 \log \frac{\lambda^2 + \Delta + p^2}{\Delta + p^2} - \frac{\lambda^2}{2(\lambda^2 + \Delta + p^2)} \right]
\]

\[
\int \frac{d^4k}{(2\pi)^4} \frac{k_\alpha}{(k^2 - 2p \cdot k - \Delta)^2} = \frac{i}{16\pi^2} \left[ p_\alpha \log \frac{\lambda^2 + \Delta + p^2}{\Delta + p^2} - \frac{\lambda^2 p_\alpha}{\lambda^2 + \Delta + p^2} \right]
\]

With the help of these integrals and Feynman parameters, we are now able to calculate (30):

\[
\Delta E = \frac{m e^2}{E} \cdot 3m \log \frac{\lambda}{m}
\]

Or

\[
\Delta m = \frac{e^2}{2\pi} \cdot 3m \log \frac{\lambda}{m}
\]

This additional mass would lead to additional momentum and energy which are of course relativistically covariant\(^*\). This is what we failed to achieve in the regime of classical theory. Thus we don’t need to propose any assumption about the structure of electrons.\(^\dagger\) The self-action of an electron in quantum

\(^*\)Note that the way we prove the covariance is not the same as that we used in previous discussion about classical electrodynamics. What the perturbation theory of quantum mechanics concerns is the change of the energies of free eigenstates when their momentums are fixed.

\(^\dagger\)At least it is so when one only need to explain the covariance of the self-action.
electrodynamics differs greatly with that in classical theory. The difference can be classified into three aspects: spin, vacuum fluctuations and the electrons in negative energy states in vacuum[8]. It is possible to extract out separately their contributions from the total $\Delta m$ so that the reason will be revealed why the self-action in quantum theory is covariant. For example, we can calculate the contribution of vacuum fluctuations here.

The vacuum fluctuations are the outcome of not being null of the zero-point energy of the quantized radiation field. Unlike the energies of the states in which there are real photons being present, every mode of the zero-point energy possesses a half of one quanta. It can be seen, however, from the spontaneous emission that effect of a half of one quanta belonging to the zero-point oscillations to cause transitions is the same as one real photon. Therefore, we infer that interaction between the electron and the states of which every mode is occupied by one real photon would lead to the same energy as that caused by the zero-point oscillations. Analogous to the self-action, the modification caused by the former to the wave function of the free electron is to multiply it a phase factor $e^{-i\Delta E_{vf}T}$. The first-order of the modification corresponds to the process where only one photon is absorbed or emitted. The interaction energy $\Delta E_{vf}$, therefore, can be calculated as follows: The S-matrix element of the Compton scattering in which the electron is scattered into the same eigenstate as its initial state is

$$ S(k, \lambda) = (-ie)^2 \int d^4x_1 d^4x_2 \frac{4\pi}{E} \frac{m}{2\omega} \bar{u} \gamma_\mu iS_E(x_1 - x_2) \gamma_\nu u e^{ip\cdot x_1} e^{-ip\cdot x_2} \cdot [\varepsilon_\mu(k, \lambda) \varepsilon_\nu(k, \lambda) e^{ik\cdot x_1} e^{-ik\cdot x_2} + \varepsilon_\mu(k, \lambda) \varepsilon_\nu(k, \lambda) e^{-ik\cdot x_1} e^{ik\cdot x_2}] $$

Since there is one photon in every mode, we need to sum all the modes to get the modification of the wave function:

$$ \lim_{T \to \infty} -i\Delta E_{vf}T = \frac{1}{N} \sum_{\lambda=1}^{2} \int \frac{d^3k}{(2\pi)^3} S(k, \lambda) $$

In momentum space,

$$ \Delta E_{vf} = 4\pi e^2 \frac{m}{E} \sum_{\lambda=1}^{2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k} \cdot \left[ \bar{u} \gamma(k, \lambda) \frac{1}{p + \tilde{k} - m} \varepsilon(k, \lambda) u + \bar{u} \gamma(k, \lambda) \frac{1}{p - \tilde{k} - m} \varepsilon(k, \lambda) u \right] $$

Using

$$ \vec{a} \cdot \vec{b} = -\vec{b} \cdot \vec{a}, \quad \vec{a}^2 = a^2 $$

we obtain

$$ \Delta E_{vf} = \frac{4\pi e^2}{E} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\omega_k} = \frac{4\pi e^2}{E} \int \frac{d^4k}{(2\pi)^4} \frac{2i}{k^2 + i\varepsilon} = \frac{m}{E} \frac{e^2}{2\pi m} \lambda^2 $$

11
or

\[ \Delta m_{ef} = \frac{e^2}{2\pi m} \lambda^2 \]

where the identity \( k^2 = 0 \) has been applied since the photons are all real. This result is in accordance with previous treatments\[8\]∗.

While the contribution of the vacuum fluctuations can be easily calculated, the other terms of the self-energy are not. Nevertheless, it is enough for us to be able to modify our equation of motion in the last section since we have proved the covariance of the self-action of a free electron without modifying the classical electrodynamics(with only a cut-off). When an electron is not free, the divergence part of the effect of the self-action can also be included in the observed mass(vertex correction). Another divergence in quantum electrodynamics is the vacuum polarization. It results in the charge renormalization. Besides these divergences, we can neglect the other quantum effects when considering the semi-classical equation of motion of an electron. Therefore, instead of (27) we obtain

\[
\frac{dp_{\text{mech}}}{d\tau} + \frac{d}{d\tau} (\Delta m_{\gamma} \mathbf{v}) = \gamma \left( e \mathbf{E} + \frac{\mathbf{v} \times \mathbf{B}}{c} \right) - \frac{2 e^2}{3 c^3} a^\lambda a_{\lambda} \gamma \mathbf{v}
\]

\[
\frac{dE_{\text{mech}}}{cd\tau} + \frac{d}{cd\tau} (\Delta m_{\gamma} c^2) = \gamma \frac{e \mathbf{v} \cdot \mathbf{E}}{c} - \frac{2 e^2}{3 c^3} a^\lambda a_{\lambda} \gamma
\]

or in the covariant form

\[
\frac{dp^\mu}{d\tau} = \frac{e}{c} F^\mu_{\text{ext} \alpha} v^\alpha - \frac{2 e^2}{3 c^3} a^\lambda a_{\lambda} v^\mu
\]

where the mass and the charge are of observed values. Unlike Abraham-Lorentz equation\[2\] or Lorentz-Dirac equation\[4\], it does not contain a third order derivative of the position of the electron.

4 Conclusion

To derive the electrostatic energy density, we need to decompose the total fields into self-fields and external-fields. The perspective enable us to obtain an classical equation of motion of an electron without any approximation. As is expected, the electromagnetic mass contained in the equation is not relativistically covariant but in quantum electrodynamics. To reveal the underlying cause of this situation, further study is needed. As a first step, we extract out the contribution of vacuum fluctuations to the total self-energy by proposing a model for them. The model may be useful in other problems involving vacuum fluctuations.

∗Our result is half of Weisskopf’s. This is due to (31), i.e. the square of the cut-off momentum is double that Weisskopf used. This obviously doesn’t affect the logarithmic dependence of the self-energy on \( \lambda \).
Appendix A

We first establish a coordinate system for the four-dimensional space-time. It is convenient to employ the delay quantities as the coordinates. From (17) and (18), we obtain

\[ x^\mu = \chi^\mu(\tau) + \rho(u^\mu + \frac{v^\mu}{c}) \]  

(A.1)

Consider the case where the electron is moving along the x axis of our reference frame. We set

\[ \chi^\mu(\tau) = (ct(\tau), x(\tau), 0, 0) \]  

(A.2)

\[ v^\mu = (\gamma c, \gamma v, 0, 0) \]  

(A.3)

Note that the speed \( v \) is a unknown function of \( \tau \) and so is \( \gamma \). \( \rho \) and \( u^\mu \) is \( \hat{R} \) and \( (0, \hat{R}) \) respectively in the frame where the electron is instantaneously rest. \( \hat{R} \) is the unit delay vector. More precisely,

\[ (u^\mu)_{\text{Rest}} = (0, \cos \theta, \sin \cos \varphi, \sin \theta \sin \varphi) \]

We can infer then \( u^\mu \) is in our reference system

\[ u^\mu = (\gamma \beta \cos \theta, \gamma \cos \theta, \sin \theta \cos \varphi, \sin \theta \sin \varphi) \]

According to (A.1), (A.2), (A.3) and the above equation, every point \( x^\mu \) in the space-time now can be determined by using \( \rho, \tau, \theta \) and \( \varphi \). Thus the coordinate system has been established as we want.

The segment \( PP' \) in Figure 1 is actually a three-dimensional sphere in our space-time. To label the points of this part, one needs only 3 coordinates. In fact, the 0th component of (A.1) is

\[ ct = ct(\tau) + \rho \gamma \beta \cos \theta + \rho \gamma \]

where \( t \) is fixed and equal to \( t_0 \) on \( PP' \). Therefore we can eliminate from the above equation a coordinate such as \( \rho \) which would be given by

\[ \rho = \frac{ct_0 - ct(\tau)}{\gamma(1 + \beta \cos \theta)} \]

The points of \( PP' \) are now labeled by \( \tau, \theta \) and \( \varphi \). After some cumbersome calculation we find the Jacob’s determinant from the space components of (A.1)

\[ \frac{\partial(x, y, z)}{\partial(\tau, \theta, \varphi)} = -\frac{c \rho^2 \sin \theta}{\gamma(1 + \beta \cos \theta)} \]  

(A.4)

where we have retained the appearance of \( \rho \). With the above equation we are able to compute the integrals on the lhs of (26). The normal vector of the surface represented by \( PP' \) is

\[ n_\mu = (-1, 0, 0, 0) \]
From (21), we get

\[ p^1_a = \int_{P'} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^\mu_0 = \frac{1}{4\pi c} \int_0^{2\pi} d\varphi \int_0^{\tau_0} d\tau \int_{-1}^1 d\cos \theta \cdot (-1) \cdot \frac{e^2}{c^4} (a_\lambda a^\lambda - a^2) \]

\[ \cdot [\gamma(1 + \beta \cos \theta)] \cdot \gamma(\beta \cos \theta + 1) \cdot \frac{c}{\gamma(1 + \beta \cos \theta)} \]

\[ = - \int_0^{\tau_0} d\tau \frac{2}{3} c^2 \gamma a_\lambda a^\lambda \]

where we have used:

\[ a_\lambda a^\lambda - a^2 = a_\lambda a^\lambda (1 - \cos^2 \theta) \]

The remaining components of \( p^\mu_a \) are equal to 0. The velocity term is

\[ p^0_v = \int_{P'} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^\mu_0 = - \int_0^{\tau_0} d\tau \frac{1}{2} \frac{e^2}{c^2 (c_0 - c \tau)} (1 + \frac{1}{3} \beta^2) \]

\[ p^1_v = - \int_0^{\tau_0} d\tau \frac{2}{3} \frac{e^2}{c^2 (c_0 - c \tau)} \gamma a_\lambda a^\lambda \]

The term \( \Theta^{\mu\nu}_{va} \) gives

\[ p^0_{va} = \int_{P'} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^\mu_0 = - \int_0^{\tau_0} d\tau \frac{e^2}{c^2 (c_0 - c \tau)} (2a^0 - 2\beta a^1) \]

\[ p^1_{va} = - \int_0^{\tau_0} d\tau \frac{2}{3} \frac{e^2}{c^2 (c_0 - c \tau)} (\beta a^0 + a^1) \]

We may expect the term \( p^\mu_{va} \) can be canceled out. This is true. We apply an integral by parts to \( p^0_v \) and \( p^1_v \):

\[ p^0_v = - \frac{1}{2} \frac{e^2}{c (c_0 - c \tau)} (1 + \frac{1}{3} \beta^2) \bigg|_0^{\tau_0} + \int_0^{\tau_0} d\tau \frac{e^2}{c^2 (c_0 - c \tau)} (2a^0 - 2\beta a^1) \]

\[ p^1_v = - \frac{2}{3} \frac{e^2}{c (c_0 - c \tau)} \bigg|_0^{\tau_0} + \int_0^{\tau_0} d\tau \frac{2}{3} \frac{e^2}{c^2 (c_0 - c \tau)} (\beta a^0 + a^1) \]

The result is what we expected.

The term corresponding to \( \Theta^{\mu\nu}_{vo} \) is

\[ p^0_{vo} = - \int_0^{\tau_0} d\tau \frac{1}{2} \frac{e^2}{c (c_0 - c \tau)} (1 + \frac{1}{3} \beta^2) = - \frac{1}{2} \frac{e^2}{c (c_0 - c \gamma_0 \tau)} \bigg|_0^{\tau_0} \]

\[ p^1_{vo} = - \frac{2}{3} \frac{e^2}{c (c_0 - c \gamma_0 \tau)} \bigg|_0^{\tau_0} \]
where $\gamma_0 = 1/\sqrt{1 - v_0^2/c^2}$ and

$$\tilde{t}(\tau) = \gamma_0 \tau, \quad t_0 = \gamma_0 \tilde{t}_0$$  \hspace{1cm} (A.7)

is the relation between the coordinate $t$ and the proper time $\tau$ for uniform motion of the electron. When substituting the bound $\tau_0$ (or $\tilde{\tau}_0$) of the integrals we would get infinities. These infinities will not bother us, as we will see in section 3. Hence we retain the zeros in the denominators but in the limit form. For instance,

$$c t_0 - c t(\tau_0) = \lim_{a \to 0} c t_0 - c t(\tau_0 - \frac{a}{c}) = \lim_{a \to 0} \gamma(\tau_0) \frac{a}{c} = \gamma(\tau_0) \frac{a \to 0}{c}$$

where we have used

$$t(\tau_0 - \frac{a}{c}) \approx t(\tau_0) - \gamma(\tau_0) \frac{a}{c}$$

$a$ is an invariant and has the dimension of length. The treating for the substituting of $\tilde{\tau}_0$ is analogous. Summing up $p^\mu_c, p^\mu_{va}$ and $p^\mu_{v_0}$ together gives

$$\int_{\Sigma} dS \varepsilon(n) n_\mu \frac{1}{c} (\Theta^{\mu\nu}_{va} + \Theta^{\mu\nu}_{v_0} - \Theta^{\mu\nu}_{v_0}) = \int_{\Sigma} dS \varepsilon(n) n_\mu \frac{1}{c} (\Theta^{\mu\nu}_{va} + \Theta^{\mu\nu}_{v_0} - \Theta^{\mu\nu}_{v_0})$$

When calculating the integral of the term $\Theta^{\mu\nu}_{crs}$ we regard the external fields as constants. This can be justified by two reasons. One is that we can make the volume $V$ very small so that the external fields becomes homogeneous*. The second is the electron is subjected only to the field at the location where it is. Thus we can just choose the external field as a uniform electric field $E_0$ without loss of generality. Analogous to our previous discussion, it is not necessary to calculate directly the part on $\Sigma'$. Instead, it can be evaluated in the following way: Suppose that a constant force $f = -eE_0$ begins to act on the electron at $t = 0$ so that it keeps moving uniformly. Thus (24) becomes

$$\int_{\Sigma} dS \varepsilon(n) n_\mu \frac{1}{c} (\Theta^{\mu\nu}_{crs(v_0)} + f^\nu) = \int_{\Sigma} dS \varepsilon(n) n_\mu \frac{1}{c} (\Theta^{\mu\nu}_{crs(v_0)} + f^\nu) + \frac{dp^\nu_{mech}}{d\tau_0} = 0$$

in virtue of (25). Here $\Theta^{\mu\nu}_{crs(v_0)}$ is the $\Theta^{\mu\nu}_{crs}$ when the electron is moving uniformly with velocity $v_0$ and $f^\nu$ is the covariant form of $f$:

$$f^\nu = \gamma(\frac{v}{c}; f)$$

Hence,

*We can’t treat the fields of the electron in this way because they have a source-the electron, i.e. a singularity.
\[ \int_{\Sigma'} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs(v_0)} = -f^{\nu} \tilde{\tau}_0 - \int_{P'} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs(v_0)} \]

Now we have

\[ \int_{\Sigma} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs} = \int_{\Sigma'} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs(v_0)} + \int_{P} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs} \\
= -f^{\nu} \tilde{\tau}_0 - \int_{P} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs(v_0)} + \int_{P} dS \varepsilon(n) n_\mu \frac{1}{c} \Theta^{\mu\nu}_{crs} \]

Let the electric field be along the x axis, we have then

\[ (F_{ext})^{01}_{10} = -E_0, \quad (F_{ext})^{10}_{10} = E_0 \]

All the other components of \((F_{ext})^{\mu\nu}\) are equal to 0. We only need to consider \(\Theta^{0\nu}_{crs}\) due to \(n_\mu\). Let us calculate first its 0 component. From (20) it can be shown that

\[ \Theta^{00}_{crs} = \frac{E_0}{4\pi} (F_{sel})_{10} \]

According to (19),

\[ (F_{sel})_{10} = \frac{e}{c} \rho^2 (v_1 u_0 - v_0 u_1) + \frac{e}{c^2 \rho} \left[ \frac{1}{c} (a_1 v_0 - a_0 v_1) + u_0 (a_1 + \frac{a_0 v_1}{c}) - u_1 (a_0 + \frac{a_0 v_0}{c}) \right] \]

\[ = \frac{e}{\rho^2} \cos \theta - \frac{e a_0}{c^2 \rho} \cdot \frac{1 - \cos^2 \theta}{\gamma \beta} \]

The following equations are helpful for us:

\[ a^1 = \frac{a^0}{\beta}, \quad \frac{d \gamma}{dv} = \frac{\gamma^3 \beta}{c}, \quad a^0 = c \frac{d \gamma}{d \tau} = \gamma^3 \beta \frac{dv}{d \tau} \]

The velocity term of \(\Theta^{00}_{crs}\) gives

\[ \int_{P'} dS (-1) \frac{1}{c} E_0 \frac{e}{4\pi \rho^2} \cos \theta = -\frac{E_0}{4\pi c} \int_{0}^{2\pi} d\varphi \int_{0}^{\gamma_0} d\tau \int_{-1}^{1} d\cos \theta \cdot \frac{e}{\rho^2} \cos \theta \cdot \frac{c \rho^2}{\gamma (1 + \beta \cos \theta)} \]

\[ = -\frac{e E_0}{2} \int_{0}^{\gamma_0} d\tau \int_{-1}^{1} dx \cdot \gamma \frac{x}{\gamma^2 (1 + \beta x)} \]

\[ = \frac{e E_0}{2} \int_{0}^{\gamma_0} d\tau \int_{-1}^{1} dx \cdot \gamma \left[ \beta - \frac{x + \beta}{(1 + \beta x)} \right] \]

Then we can immediately write down
\[
\int P' \, dS(n) n_\mu \frac{1}{c} \Theta^\mu_\nu^{crs(\nu_0)} = \frac{eE_0}{2} \tau_0 \int_{-1}^{1} dx \cdot \gamma_0 \left[ \beta_0 - \frac{x + \beta_0}{(1 + \beta_0 x)} \right] \\
= \frac{eE_0}{2} t_0 \int_{-1}^{1} dx \left[ \beta_0 - \frac{x + \beta_0}{(1 + \beta_0 x)} \right]
\]

where (A.7) has been used in the last step. The acceleration term gives

\[
\int P' \, dS(-1) \frac{1}{c} \frac{e a_0}{4\pi c^2 \rho} \frac{1 - \cos^2 \theta}{\gamma \beta} = \frac{eE_0}{2c} \int_{0}^{\tau_0} [t_0 - t(\tau)] \frac{dv}{d\tau} d\tau \int_{-1}^{1} dx \frac{1 - x^2}{(1 + \beta x)^2} \\
= \frac{eE_0}{2} \int_{0}^{\tau_0} [t_0 - t(\tau)] d \left[ \int_{-1}^{1} dx \frac{x + \beta}{(1 + \beta x)} \right] \\
= -\frac{eE_0}{2} \int_{-1}^{1} dx \frac{x + \beta_0}{(1 + \beta_0 x)} + \frac{eE_0}{2} \int_{0}^{\tau_0} \gamma d\tau \int_{-1}^{1} dx \frac{x + \beta}{(1 + \beta x)}
\]

Summing up these results according to (A.8) yields

\[
\int dS(n) n_\mu \frac{1}{c} \Theta^\mu_\nu^{0crs} = eE_0 \int_{0}^{\tau_0} \gamma d\tau
\]

The treatment for the 1 component similar. Thus it follows that

\[
\frac{d}{d\tau_0} \int dS(n) n_\mu \frac{1}{c} \Theta^\mu_\nu^{0crs} = -\frac{e}{c} F^{\nu\lambda\mu}_{\text{ext}}
\]

After collecting all the results of our calculation, we finally obtain (replace \( \tau_0 \) with \( \tau \))*

\[
\frac{d \mathbf{p}_{\text{mech}}}{d\tau} + \frac{d}{d\tau} \left( \frac{2}{3} \frac{e^2 \gamma \beta}{c a_{\mu a_{\gamma}} a_{\lambda}} \right) = \gamma \left( e \mathbf{E} + \frac{\mathbf{v} \times \mathbf{B}}{c} \right) - \frac{2}{3} \frac{e^2 \gamma \beta}{c^2 a_{\lambda}} a_{\lambda} \gamma \mathbf{v} \quad (A.9a)
\]

\[
\frac{dE_{\text{mech}}}{d\tau} + \frac{d}{d\tau} \left( \frac{1}{2} \frac{e^2 \gamma (1 + \frac{1}{3} \beta^2)}{c a_{\mu a_{\gamma}}} \right) = \gamma \left( \frac{e \mathbf{v} \cdot \mathbf{E}}{c} - \frac{2}{3} \frac{e^2 \gamma \beta}{c^3} a_{\lambda} a_{\gamma} \right) \quad (A.9b)
\]

Now we apply a cut-off on \( \tau \), i.e. we replace \( a_{\rightarrow 0} \) with a constant \( a_0 \):

\[
\frac{d \mathbf{p}_{\text{mech}}}{d\tau} + \frac{d}{d\tau} \left( \frac{2}{3} \frac{e^2 \gamma \beta}{c a_0} \right) = \gamma \left( e \mathbf{E} + \frac{\mathbf{v} \times \mathbf{B}}{c} \right) - \frac{2}{3} \frac{e^2 \gamma \beta}{c^2 a_0} a_{\lambda} \gamma \mathbf{v} \quad (A.10a)
\]

\[
\frac{dE_{\text{mech}}}{d\tau} + \frac{d}{d\tau} \left( \frac{1}{2} \frac{e^2 \gamma (1 + \frac{1}{3} \beta^2)}{c a_0} \right) = \gamma \left( \frac{e \mathbf{v} \cdot \mathbf{E}}{c} - \frac{2}{3} \frac{e^2 \gamma \beta}{c^3} a_{\lambda} a_{\gamma} \right) \quad (A.10b)
\]

This procedure is equivalent to digging out a sphere of radius \( a_0 \) (in the instantaneously rest reference frames) from the volume in which we calculate the energy and momentum of the electromagnetic fields.

*Although they are derived for the case of rectilinear motion, they can apply to the cases of curvilinear motion since there is no limit on the duration of the motion of the electron in our calculation.
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