Synthesizing Motion-Blurred Images

Researchers at Google have recently developed amew; technique for-synthesizing.a motion
blurred image, using a pair of wiblurred images captured:in:successiof26]

Constructing.arneurahnetwork:model for.eamew dataset:is/the ultimate nightmare for
every data:scientisf25]

Algorithmic fairnessiis increasingly important because as more decisions ofgreater
importance are made by .compat programs, the potential for.harm growg24]

Intel's Gadi‘Singer believes -his mostiimportant.challenge sslaiest: using artificial
intelligence (Al) to,reshape: scientific.ebqration. [23]

Artificial intelligence isastonishing:in:its potential: Will be more transformative than
the PC.and/the Interneti/Already /it poised to:solve.some of our biggest.taages [22]

In the search for extraterrestrial intelligence (SETI); we've often looked:for signs of
intelligence, technology and.communicatidhat are similar to our.own, [21]

Call it an aMAZEing development: A’U.Kased team of researchers has deydd an
artificial/intelligence program that can/learn to take 'shortcuts through a labyrinth to
reach its.goal.In the proess; the program devgbed structures:akinto/those: inithe
human brain.[20]

And aswill’be presented today atthe 25th annual meetiof the/Cgnitive Neuroscience
networks to.enhance/their understanding of.one rof the most elusive intelligence isystems,
the human’/brain[19]

U.S./Army.Research Laborajoscientists -have discovered .a way/toleverage -emerging
brain-like computer architetures foranageold numbertheoretic problem'known:as
integer factorization.[18]

Now researchers at'the Department of.Energy's Lawrence Bak®lational/l.aboratory
(Berkeley/LL.ab)and UCBerkeley have:come:up: with a-novel'machine /learning method that
enables scientists to derive insights from:systems of previouhactable complexity:in

record time.[17]

Quantum computers can be made to utii effects such as quantum coherence and
entanglement to accelerate machine learning. [16]

Neural networks lean how to carry out certain tasks by analyzing large amounts of
data disphyed to them. [15]



Who is the better experimentalist, a human or a ra? When it comes to exploring
synthetic and crystallization conditions for inorganic gigantic molecules, aely
learning machines are clearly ahead, as demonstrated by British S@enin an
experiment with polyoxometalates published in the journal gewandte Chemie. [14]

Machine learning algorithms are designed to improve as they encounter more data,
making them a versatile technology for understanding large sets of photos sudhe@se
accessible from Google Images. Elizabeth Holm, professor ofrrakecience and
engineering at Carnegie Mellon University, is leveraging this technology to better
understandthe enormous number of research images accumulated in the field of
materials science. [13]

With the help of artificial intelligence, chemistsdm the University of Basel in
Switzerland have computed the characteristics of about two million crystals mageof
four chemical elements. The researchers were able to identify ®Vipusly unknown
thermodynamically stable crystals that can be regardad new materials. [12]

The artificial intelligence system's ability to set itself up quickly every morninglan
compensate for any overnight fluctuations would make this fragile teclogy much
more useful for field measurements, saidlead researcher DPMichael Hush from
UNSW ADFA. [11]

Quantum physicist Mario Krenn and his colleagues in the group of Anton

Zdlinger from the Faculty of Physics at the University of Vienna and thetAan

Academy of Sciences have developed an algorithm which desigmsiseful quantum
experiments. As the computer does not rely on human intuition, it finds novel unfamiliar
solutions. [10]

Researchers at the University of Chicago's Institute for Molecular Engineering and the
University of Konstanz have demonstrated thbility to generate a quantum logic
operation, or rotation of the qubit, that surprisingly? is intrinsically resilient to noise

as well as to variations in the strength or duration of the control. Their achievement is
based on a geometric concept knownthg Berry phase and is implemented through
entirely optical means within a single electronic spin in diamon€] [

New research demonstrates that particles at the quantum level can in fact be seen as
behaving something like billiard balls rolling along able, and not merely as the
probabilistic smears that the standard interpretation of quantum mechanics suggests
But there's a catch the tracks the particles follow do not always behave as one would
expect from "realistic” trajectories, but often in a $aion that has been termed
"surrealistic.” [8]

Quantum entanglemert which occurs when two or more particles arcarelated in
such a way that they can influence each other even across large distanisesot an alt
or-nothing phenomenon, but occurs in vaus degrees. The more a quantum state is
entangled with its partner, the better the states will perform in quam information



applications. Unfortunately, quantifying entanglement is a difficult process involving
complex optimization problems that give ewn physicists headaches. [7]

A trio of physicists in Europe has come up with an idea that they believe wdldd/a
person to actually witness entanglement. Valentina Caprara Vivoli, with the University
of Geneva, Pavel Sekatski, with the Universitynosbruck and Nicolas Sangouard, with
the University of Basel, have together written a paper describing a scenahere a
human subject would be able to withess an instance of entanglemehey have
uploaded it to the arXiv server for review by others. [6]

The accelerating electrons explain not only the Maxwell Equations and the

Special Relativity, but the Heisbarg Uncertainty Relation, the Waw®article Duality

AT A OEA A1 AAGOT 180 OPET Al Ol h AOEI AET ¢ OEA "O
Theories

The Planck Distribution Law of the electromagnetic oscillators explains the

electron/proton mass rate andhe Weak and Strong Interactions by the diffraction

patterns. The Weak Interaction changes the diffraction patterns by moving the electric

chargefrom one side to the other side of the diffraction pattern, which violates the CP
and Time reversal symmetry.

Thediffraction patterns and the locality of the selhaintaining electromagnetic
potential explains also the Quantum Entanglement, giving itaasatural part of the
relativistic quantum theory.
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Preface

Physicists are continually looking for ways to unify the theory of relativityciwihescribes
largescale phenomena, with quantum theory, which describes soale phenomena. In a new
proposed experiment in this area, two toasteized "nanosatellites"arrying entangled
condensates orbit around the Earth, until one of them moves diffarent orbit with different
gravitational field strength. As a result of the change in gravity, the entanglement between the
condensates is predicted to degrade by u26%. Experimentally testing the proposal may be
possible in the near future. [5]



Quantum entantgment is a physical phenomenon that occurs when pairs or groups of particles are
generated or interact in ways such that the quantum state of each particleotdre described
independentlyg instead, a quantum state may be given for thetsgsas a whole[4]

| think that we have a simple bridge between the classical and quantum mechanics by
understanding the Heisenberg Uncertainty Relations. It makes clagtthé particles are not point
like but have a dx and dp uncertainty.

A new technique for synthesizing motion -blurred images

Researchers at Google have recently developed a new technigue for synthesizing a motion blurred
image, using a pair of dolurred images captured in succession. In their paperpotdished

on arXiy, the researchers outlined their approach and evaluatedjainst several baseline methods.

Motion blur naturally occurs when the objects in a scene or the camera itself are moving as an
image is being taken. This results in the moving object/s or the entire image appearing blurred. In
some cases, motion bluright be used to indicate the speed of a photographed subject or to
separate it from the background.

"Motion blur is a valuable cue in the context of image understanding,” Tim Brooks and Jonathan
Barron, the researchers who carried out the study, wrotehigirt paper. "Given a single image
containing motion blur, one can estimate the relative direction and magnitude of scene motion that
resulted in the observed blur. This motion estimate may be semantically meaningful, or may be
used by a délurring algorihm to synthesize a sharp image."

Recent research has investigated the usé@ep learning algorithms to remove unwanted

motion blur from images or for inferring the motion dynamics of a givenecea train these

algorithms, however, researchers need a substantial amount of data, which is typically generated by
synthetically blurring sharp images. Ultimately, the extent to which a deep learning algorithm can
effectively remove motion blur in reahages greatly depends on the realism of the synthetic data
used to train it.

"In this paper, we treat the inverse of this wetlidied blur estimation/removal task as a first class
problem," Brooks and Barron wrote in their paper. "We present a fast #edteve way to

synthesize the training data necessary to train a motiotbhlering algorithm, and we

guantitatively demonstrate that our technique generalizes from our synthetic training data to real
motion-blurred imagery."

Theneural network architecture devised by Brooks and Barron includes a novel "line

prediction” layer, which teaches a system to regress from image pairs of consecutively taken images
to a motion blurred image #it spans the capture time of these two input images. Their model

requires a vast amount of training data, so the researchers designed and executed a strategy that
uses frame interpolation techniques to generate a large synthetic dataset of motion bloresgbs,

along with their respective inputs.



https://techxplore.com/tags/deep+learning/
https://techxplore.com/tags/neural+network+architecture/

Brooks and Barron also captured a high quality test set of real motion blurred images synthesized
from slow motion videos and then used this to evaluate their model against baseline techniques.
Their model achiewkvery promising results, outperforming existing approaches in both accuracy
and speed.

"Our approach is fast, accurate, and uses readily available imagery from videos or 'bursts’ as input,
and so provides a path for enabling motion blur manipulation msaoner photography

applications, and for synthesizing the realistic training data needed by deblurring or motion
estimation algorithms," the researchers wrote in their paper.

While experienced photographers and cinematographers often use motion bluratistic effect,
producing effective motiofblurred photographs can be very challenging. In most cases, these
images are the product of a long trial and error process, requiring advanced skills and equipment.

Due to the difficulties in achieving quality tian blur effects, most consumer cameras are designed
to take images with as little motion blur as possible. This means that amateur photographers have

very little space to experiment with motidalur in their images.

"By allowing motion blurred images to be synthesized from the conventiorblumed images that
are captured by standard consumer cameras, our technique allow&xrperts to create motion
blurred images in a postapture setting," the reseahers explained in their paper.

Ultimately, the approach devised by Brooks and Barron could have a number of interesting
applications. For instance, it could make artistiotion blur accessible toasual photographers,
while also generating more realistinotion blurred images to train deep learning algorithrf25]

Predicting the accurac y of a neural network prior to training

Constructing a neural network model for dagew dataset is the ultimate nightmare for every data
scientist. What if you could forecast the accuracy of the neural network earlier thanks to
accumulated experience arapproximation? This was the goal of a recent project at IBM Research
and the resulis TAPAS or Trainless Accuracy Predictor for Architecture Sedptiock for demo).

Its trick is that it can estimate, in fractions of a second, classification performance for unseen input
datasets, without training for both image and text classification.

In contrast to previously proposed approaches, TAPAS is notalibrated on tk topological
network information, but also on the characterization of tiietaset difficulty, which allows us to
re-tune the prediction without any training.

This task was particularly chetiging due to the heterogeneity of the datasets used for training
neural networks. They can have completely different classes, structures, and sizes, adding to the
complexity of coming up with an approximation. When my agjlees and | thought about how to
address this, we tried not to think of this as a problem for a computer, but instead to think about
how a human would predict the accuracy.


https://techxplore.com/tags/blur/
https://techxplore.com/tags/motion+blur/
https://techxplore.com/tags/motion/
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We understood that if you asked a human with some knowledge of deep learning wiaethe
network would be good or badhat person would naturally have an intuition about it. For example,
we would recognize that two types of layers don't mix, or that after one type of layer, there is
always another one which follows and improves the accyr&o we considered whether adgd
features resembling this human intuitions into a computer could help it do an even better job. And
we were correct.

We tested TAPAS on tvdatasets performed in 400 seconds on a single GPU, and our best
discovered networks reached 93.67% accuracy IBARLO and 81.01% for CIFARO, verified by
training. These networks perform competitively with other automatically discovered-sfaige-

art networks, but needed only a small fraction of the time to solution and computational resources.
Our predictorachieves a performance which exceeds 100 networks per second on a single GPU,
thus creating the opportunity to perform larggcale architectug search within a few minutes. We
believe this is the first tool which can do predictions based on unseen data.

TAPAS is one of the Al engines in IBM's new breakthrough capability BalledetS as part ofAl
OpenScale, which can synthesize custameural networks in both text and image domains.

In NeuNetS, users will upload their data to the IBM Cloud and then TAPAS can analyze the data and
rate it on a scale d-1 in terms of complexity of task, 0 meaning hard and 1 being simple. Next
TAPAS starts to gather kn@adbge from its reference library looking for similar datasets based on

what the user uploaded. Then based on this, TAPAS can accurately predict havaetwerk will

perform on the new dataset, very similar bow a human would determine it.

Today's demand for data science skills already exceeds the current supply, becoming a real barrier
towards adoption ofAl in industry and society. TAPAS is a fundamental milestone towards the
demolition of this wall. IBM ahthe Zurich Research Laboratory are working to make Al
technologies as easy to use, as a few clicks on a mouse. This will all@xpehusers to bild and
deploy Al models in a fraction of the time it takes todand without sacrificingiccuracy.

Moreover, these tools will gradually learn over utilization in specialized domains and automatically
improveover time, getting better and bettef25]

Are comp uter -aided decisions actually fair?

Algorithmic fairness is increasingly important because as more decisions of greater importance are
made by computer programs, the potential for harm grows. Todayyigthgas are already widely

used to determine credit sres, which can mean the differenbetween owning a home and

renting one. And they are used in predictive policing, which suggests a likelihood that a crime will be
committed, and in scoring how likedycriminal will commit another crime in the futurehigh

influences the severity of segmcing.

That's a problem, says Adam Smith, a professor of computer science at Boston University, because
the design of many algorithms is far from transparent.

"A lot of these systems are designed foyvate companies and their details are proprietary,” says
Smith, who is also a data science faculty fellow at the Hariri Institute for Computing. "It's hard to
knowwhat they are doing and who is responsible for theidmns they make."
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Recently, Smitland a joint team of BWIT computer scientists reexamined this problem, hoping to
learn what, if anything, can be done to understand and minimize bias from decigking systems
that depend orcomputer programs.

The BU researchersSmith, Ran Canetti, a professor of computer science and director of the Hariri
Institute's Center for Reliable Information Systemd &yber Security, and Sarah Scheffler (GRS'21),
a conputer science doctoral candidateare working with MIT Ph.D. students Aloni Cohen,

Nishanth Dikkala, and Govind Ramnarayan to design systems whose decisions about all subsets of
the population are equallgccurate.

Their work was recently accepted for pwaliion at the upcoming 2019 Assodiat for Computing
Machinery conference on Fairness, Accountability, and Transparency, nicknamed "ACM FAT."

The researchers believe thatgstem that discriminates against pple who have had a hard time
establshing a credit history will perpetuate that difficulty, limiting opportunity for a subset of the
population and preserving existing inequalities. What that means; #agy, is that automated
ranking systems can easilgdome seHfulfilling prophecies, wether they are ranking the likelihood
of default on a mortgage or the quality of a university education.

"Automated systems are increasingly complex, and they arendféed to understand for lay people
and for the peop about whom decisions are being negtiSmith says.

The problem of self -fulfilling predictions

"The interaction between thalgorithm andhuman behavior is such that if you create an
algorthm and let it run, it can create a different society because humans interact with it," says
Canetti. "So you have to be very careful how you design the algorithm."

That problem, the researchers say, will get worse dgriialgorithms use more outputs fno past
algorithms as inputs.

"Once you've got the same computer program making lots of decisions, any biases that exist are
reproduced many times over on a larger sgabmith says. "You get the potential for a broad
sacietal shift caused by a computerggram.”

But how exactly can an algorithm, which is basically a mathematical function, be biased?

Scheffler suggests two ways: "One way is with biased data,” she'aymir algorithm is based on
historical data, it wi soon learn that a particular ingition prefers to accept men over women.
Another way is that there are different accuracies on different parts of the population, so maybe an
algorithm is really goodt figuring out ifwhite people deseve a loan, but it could have high error

rate for people who are not white. It could have 90 percent accuracy on one set of the population
and 50 percent on another &&

"That's what we are looking at,” says Smith. "W¥elsking 'How is the system makimistakes?'
and 'How are these mistakes spread across different parts of the population?™

The real-world impact of algorithmic bias
In May 2016, reporters from ProPudd, a nonprofit investigative newsroom, examined the
accuracy of COMPAS, one of sevalgbrithmic tools used by court systems to predict recidivism,
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or the likelihood that a criminal defendant will commit another crime. The initial findings were not
reassuring.

When ProPublica researchers compared thd'sopredicted risk of recidivism vhitactual recidivism

rates over the following two years, they found that, in general, COMPAS got things right 61 percent
of the time. They also found that predictionswolent recidivism were correct only 20 percent of

the time.

More troubling, they foundhat black defendants were far more likely than white defendants to be
incorrectly deemed more likely to commit crime again, and white defendants were more likely tha
black defendants to be incorrectly deemed low tiskecidivate. According to ProPutdis article,

this was a clear demonstration of bias by the algorithm.

In response, Northpointe Inc., the creator of COMPAS, published another study that argudtethat t
COMPAS algorithm is in fact fair according tofemint statistical measure of biasalibration.
Northpointe's software is widely used, and like many algorithmic tools, its calculations are
proprietary, but the company did tell ProPublica that itenfiala for predicting who will recidivate is
derived fom answers to 137 questions whosesavers come either from defendants or from

criminal records.

Northpointe's study found that for each risk score, the fraction of white defendants who received
this scae and recidivated (out of all white defendants whexeived this score) roughly equalet
fraction of black defendants who received this score and recidivated, out of all black defendants
who received this score.

"ProPublica and Northpointe came to difémt conclusions in their analyses of COMPAS' fasines
However, both of their methods we mathematically sound the opposition lay in their different
definitions of fairness," Scheffler says.

The bottom line is that any imperfect prediction mechanismh@italgorithmic or human) will be
biased according tat least one of the two approaches: the erfoalancing approach used by
ProPublica, and the calibration method favored by Northpointe.

Overcoming algorithmic bias

When it came to solving the problem algorithmic bias, the BMIT research team created a

method of identifying the subset of the population that the system fails to judge fairly, and sending
their review to a different system #t is less likely to be biased. That separation guaranteedttieat
method errs in more balanced ways regarding itdividuals for whom it does make a decision.

And while the researchers found many situations where that solution appeared to work wegll, the
remain concerned about how the different systems would wadjether. "There are many different
measures of fairngs," says Scheffler, "and there are tranfés between them. So to what extent
are the two systems compatible with the notion of fairnesswant to achieve?"

"What happens to those people whose decisiamould be deferred really influences how we view
the system as a whole,"” says Smith. "At this point, we are still wrapping our heads around what the
different solutions would mean."



Still, sag Canetti, the research points to a possible way out of théssitzal bias conundrum, one
that could enable the dggn of algorithms that minimize the bias. That challenge, he says, will
require expertise from many disciplind24]

How is artificial intelligence changing science?
Intel's Gadi Singer believes hisshimportant challenge is his latest: using art#i¢ntelligence (Al)
to reshape scientific expration.

In a Q&A timed with the first Intel Al DevCon event, the Intel vice president and architecture
general manager for its Artificial Intelligence Puots Group discussed his role at the intersection of
science computing's most demanding customeand Al, how scientists should approach Al and
why it is the most dynamic and exciting opportunity he has faced.

Q. How is Al changing science?

Scientific explmtion is going through a transition that, in the 1d90 years, might only be
compared to what hppened in the '50s and '60s, moving to data and large data systems. In the
'60s, the amount of data being gathered was so large that the frontrunners werdose with the
finest instruments, but rather thosable to analyze the data that was gatheredny scientific

area, whether it was climate, seismology, biology, pharmaceuticals, the exploration of new
medicine, and so on.

Today, the data has gone tevils far exceeding the abilities of people to askipalar queries or
look for particular insigis. The combination of this data deluge with modern computing and deep
learning techniques is providing new and many times more disruptive capabilities.

Q. What's an example?

One of them, which uses the bastoength of deep learning, is the identificatiof very faint

patterns within a very noisy dataset, and even in the absence of an exact mathematical model of
what you're looking for.

Think about cosmicwents happening in a far galaxy, and you're lookorggsbme characteristics of

the phenomena to spt them out of a very large dataset. This is an instance of searching without a
known equation, where you are able to give examples, and through them detebp learning
system learn what to look for and uttately find out a particular pattern.

Q. So yu know what you're looking for, but you don't know how to find it?

You can't define the exact mathematical equation or the queries that describe it. Taésdab
large for trialand-error and previous biglata analytics techniques do not have enougffirced
features to successfully search for the pattern.

You know what you're looking for because you tagged several examples of it in your data, and you
can gnerally describe it. Deep learning can help you spourrences from such a class within a
noisymultidimensional dataset.

Q. Are there other ways Al can change the scientific approach?
Another example is when you do have a mathematical model, like @ securate equations. In
this case you can use Al &achieve comparable results in 10,000 timessltime and computing.



Say you have a new molecular structure and you want to know how it's going to behave in some
environment for pharma exploration. Treeare very good predictive models on how it will beda
The problem is that those models take artrendous amount of computation and timedt might

take you weeks to try just one combination.

More: Intel Al VP Gadi Singer on One Song to the Tune of Ar{dtheNext Platform) | Intel Al
DevCon (Press KitArtificial Intelligence at Intel (Press KitMore Intel Explainers

In such a case, you can use a deep learning system to shadow the accurate system of equations. You
iteratively feed sample cases toistsystem of equations, and you get the results daies. The

deep learning network learns thelegionship between the input and the output, without knowing

the equation itself. It just tracks it. It was demonstrated in multiple cases that, after gouttre

deep learning system with enough exampleshibws excellent ability to predict the restiiat will

be given by the exact model. This translates to an efficiency that could turn hours or days into
second.

Granted, sometimes the full computationlitkbe required for ultimate model accuracy. However,
that would only be needed for a smallbset of cases. The fact that you can generate an accurate
result so much faster with a fraction of the power and the time allows you to explore the potential
soluion space much faster.

In the last couple years, nemvachine learning methods have emerded "learning how to learn."
These technologies are tackling an almestlless realm of optionslike all the possible mutations
in human DNA and are using explorain and metalearning techniques to identify the most
relevant options to evaluate.

Q. What'she bigpicture impact to the scientific method or just the approach that a scientist would
take with Al?

Scientists need to partner with Al. They can greatly fiefrem mastering the tools of Al, such
asdeep learning and others, in order to explore phenomena that are less defined, or when they
need faster performance by orders of magnitude to address a lgrgees Scientists can partner
with machine learning texplore and investigate which neguossibilities have the best likelihood of
breakthroughs and new solutions.

Q. I'm guessing you could retire if you wanted to. What keeps you going how?

Well, I'm having great time. Al at Intel today is about solving thest exciting and most
challengingproblems the industry and science are facing. This is an area that moves faster than
anything I've seen in my 35 years at Intel, by far.

The other aspect is that I'mdking at it as a change that is brewing in the iatgion between
humans and machineswant to be part of the effort of creating this new link. When | talk about
partnership of science and Al, or autonomous vehicles and other areas, there's a roferteere
broader thinking than just how to give the fast processor for the task. Thigwly forged
interaction between people and Al is another fascinating part of this spa8k.
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The U.S. needs a national strategy on artificial intelligence

China, hdia, Japan, France and the European Union are rgafiold plans for artificial intéfjence
(Al). They see Al as a means to economic growth and social progress. Meanwhile, the U.S.
disbanded its Al taskforce in 2016. Without an Al strategy of its dvenwbrld's technology leader
risks falling behind.

The U.S. technology sector has loregh a driver of global economic growth. From the PC to the
Internet, the greatest advancements of the past 50 years were spawned in the U.S. This country's
unique apprach to limited regulation combined with publprivate partnerships creates an
environment for innovation generally unmatched in the free world. A national Al strategy can build
on this history of economic and technological leadership.

Artificial intelligance is astonishing in its potential. It will be maransformative than the PC and

the Internet. Already it is poised to solve some of our biggest challenges. As examples, Al has been
used to more precisely detect and diagnose cancer, treat depressipmwe crop yields, save

energy, increase supply chafficiencies and protect our finaial systems. These are remarkable
successes for such a young technology.

Governments can and should help build on these successes. A national strategy for Al idél prov

the necessary guideposts that enablelustry and academia to innovate. When the regulatory
environment is known and understood, businesses and government researchers can maximize their
impact by pursuinghe same goals.

In this context, it will also be ingptant to address concerns about'®\lmpact on individuals.

Privacy, cybersecurity, ethics and potential employment impact are all worthy of careful analysis.
Governments and industry can and should kitgether to better understand these concerns
beforeany new regulation is enacted.

Asevidenced by their Al plans, governments around the world see Al as a catalysbfmmic
arowth and a means téamprove the lives of their citizens. They are ptiaing research and
development andhe establishment of a strong and diverse ecosystem to bring Al to fruition.

China's plan, for example, includes measurable objectives and detailed direction oicsgreei$ of
focus. This is backed by significant puplivate funding commitments asedl as industry
government alignment on direction.

The EU's strategy provides deliberate direction to avoid regulation while investing in R&D. It offers a
clear focus o greater investment, preparation for soeé@wonomicchanges, and formation of an
ethicd and legal framework. Japan, India, France and others are adopting similar strategies.

Industry has partnered with many of these governments to develop their planstamel ready to
work with the U.S. government in treame way. A good model for succesthe semiconductor
sector, where industry and the U.S. government partnered in the early 1980s to build the vast
ecosystem that is considered the North Star for temgy success today. Al can be history's
greatest ecoomic engine. Governments cgrandshouldg help make this real.
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Before disbandment, the U.S. Artificial Intelligence Research and Development Taskforce defined
seven strategic objectives and two spaciecommendations for Al. This report called on the
government to develop a more detad Al R&D plan, and study the creation of an Al R&D
workforce. These recommendations can be the starting point for a definitive U.S. national strategy
for Al.

This is ot a call for a swarm of new laws and regulationghBa a U.S. national strategy can
provide the structure for researchers and industry to follow as they devaltficial intelligence.
Sud direction provides operating certainty that lesseisk.

A nationalstrateqgy therefore should aim to foster innovation across the industry and academia,
and prepare society for changes to come. It can ptswvide operating clarity that lessens business
risk. Two areas of focus should be piiized: government funding of R&D to augment the great
work being done by industry and the availabilitygofvernment data for innovators to use in
developing artificiaintelligence capabilities. Al needata to learn, and there are ways to do this
without compromising privacy and security.

Al is too big for one compargyor one countryg to realize alone. The transforative potential of Al
has been likened to electrigitand the steam engine. Ensuringote for the U.S. in this global
revolution is critical to not just the U.S. economic engine but that of our entire wa2d.

Can artificial intelligence help find alien intelligence?
In the search for extraterressl intelligence (SETI), we'géien looked for signs of intelligence,
technology and communication that are similar to our own.

But as astronomer and SETI trailblazer Jill Tax@rts out, that approach means searching for
detectabletechnosignatures, like ralio transmissions, not searching fimtelligence.

Now scientists are considering whether artificial intelligence (Al) could help us search for alien
intelligence in ways we haven't even thought of yet.

'‘Decoding’ intelligence
As we think abougxtraterrestrial intelligence it's helpful to remembehumans are not the only

intelligent life on Earth.

Chimpanzees have culture and use tools, spidergrocess information with webs, cetaceans
have dialects, crowsunderstand analogies andbeavers are great engineers. Nonhuman
intelligence, language, culture and technology dteeund us.

Alien intelligence could look like altopus, an ant, a dolphin @& machine T or be radically
different from anything on Earth.

We often imagine extraterrestl life relative to our ideas about difference, lthbse ideas aren't
even universal on Earth and aralikely to be universal across interstellar space.
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If some of 8 have only recently recognized rbaoman intelligene onEarth, what could we be
missing when we imagine extraterrestrial life?

In early 2018, astronomers, neuroscientists, anthropologists, Al researchers, historians and others
gathered for a Decoding Alien Intelligence" workshop at the SETI Institute in Silicon Valley.
Astrobiologist Nathalie Cabrol organized the workshop around her 2016 papen "

mindscapes,"” where she calls for a new SEJad map and a longerm vision for “the search for

life as we do not know it."

In her paper, Cabrol asks how SETI can move past "looking for other versions of ourselves" and think
"outside of our own bains" to imagine truly different extraterrestrial ieltigence.

Thinking differently
Silicon Valley is famous for valuing "disruptive" thinking and this culture intersects with SETI
research. Ever since the U.S. governn&aopped funding SETI in the mid-1990s, Silicon Valley

ideas, technology and funding have been increasingly important.

A capuchin (Sapajus libidinosus) using a stone tool (T. Fal&itactopus (Amphioctopus
marginatus) carrying shellsshelter (N. Hobgood). (Wikimedia/Tiago Fal6tico, Nick Hobgood), CC
BYNGSA
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For example, the SETI Institut@&en Telescope Array is named after Microsofto-founder Paul
Allen, who contributed over US$28illion to the project. And, in 2015, technology investor Yuri
Milner announcedreakthrough Listen, a 18year US$100 million SETI initiative

Now, the SETI Institute, NASA, Intel, IBM ameigbartners are tackling space science problems
through an Al research and development program calledRitatier Development Lab.

Lucianne Velkowicz, theAstrobiology Chair at the Library of Congress, described one Avased
method as "signal agnostic searching'Batakthrough Discuss in 2017.

Walkowicz explained that this means using machine learning methods to look at any set of data
without predetermined categories and instead let that data cluster into their "natural categories."
The software therets us know what stands out as outliers. Thes#iers could then be the target

of additional investigations.

It turns out that SETI researchers think Al might be useful in their work because they believe
machine learning is good at spotting difference.

But its success depends on how wand the Al wecreate T conceptualize the idea of difference.

Smarter than slime mould?
Thinking outside our brains also means thinkindside our scientific, social and cultural
systems. But how can we do that?

Al has been used to look feimulations of what researchers imagine alien radio signals might
look like, but now SETI researchers hdpean find things we aren't yet looking for.

Gralam Mackintosh, an Al consultant at the SETI Institute workshop, said extraterrestrials might be
doing things we can't even imagine, using technologies so different we don't even think to look for
them. Al,he proposed, might be able to do that advancedking for us.

We may not be able to make ourselves smarter, but perhaps, Mackintosh suggested, we can make
machines that are smarter for us.

In a keynote at this year's Breakthrough Discuss conferencephstsicist Martin Rees shared a
similar hope, thatAl could lead to "intelligence which surpasses humans as much as we
intellectually surpass slime mould."
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Parts of the Armillaria ostoyae organism include the mushrooms, the black rhizomorphs and the
white mycelial felts. Credit: USDA/For&strvice/Pacifiblorthwest Region

First contact

If we met extraterrestrial slime mould, what could we assume about its intelligence? One challenge
of SETI is that we don't know ttigits of life or intelligence, so we need to lmpen to all

possible forms of difference.

We might find intelligence in forms that Eufamerican science has historically disregedd
Microbial @mmunities, insects or other complex systems like the symbiotic filargus
relationships in mycorrhizal networks that learn from experience.

Intelligence might appear in atmospheres or geology at aqikry scale, or as astrophysical
phenomena. What apears to be a background process in the universe, or just part of what we
think of as nature, could turn out to be intelligence.

Consider that the largest living thing on Earth may béanillaria ostoya fungusin Eastern
Oregon's Blue Mountains, which extends to 10 square kilometres and is between 2,000 and 9,000
years old.
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While this fungus may notdowhat most people think of as intglénce, it remids us to think about
the unexpected when searching for life and intelligence, and of what we might be missing right
under our feet.

Thinking differently about intelligence means understanding that angtive encounter could be
first contactwith intelligent life. This might include our first encounter with artificial general
intelligence (AGI), also called Strong Al, something closer to the sentient computer HAL 9000
from 2001: A Space Odyssey or Data fom Star Trek: The Next Generation.

As we work with machine learning to expand the SETI search, we also need social sciences to
understand how our idas shape the future of Aland how AWwill shape thefuture of our ideas.

Interdisciplinary futures

To avoid a humawgentred point of view in SETI we need to consider how we encode ideas about
difference into Al and how that shapes the outcomes. Thigdsfer finding and recognizing
intelligence as we ah't yet know it.

Some of the methods used in anthropology can help us identify ideas about difference that we've
naturalizedt concepts so familiar they seem invisible, like the divides many still Yeebe
nature and culture or biology antechnology, dr example.

Recent research on algorithms reveals how our naturalized islease the technology we create
and how we use it. And Microsoft'snfamous Al chat bot Tay reminds us the Al we create can
easily reflect the worst of those ideas.

We may mver entirely stop building bias into search engiaed search strategies for SETI, or
coding it into Al. But through collaboratie between scientists and social scientists we can think
critically about how we conceptualize difference.

A critical, interdsciplinary approach will help us understand how mieras about difference impact
lives, research and possibilities for the futdmeth here on Earth and beyonf21]

Scientists make a maze-running artificial intelligence program that

learns to take sh ortcuts

Call it an aMAZEing development: A U.Kased team of researchers has developed an artificial
intelligence program thatan learn to take shortcuts through a labyrinth to reach its goal. In the
process, the program developed structures akinttoge in the human brain.

The emergence of these comfational “grid cells,” descibed in the journaNature, could help
scientists design better navigational software for future robots and even offer aviedow
through which to probe the mysteries of the manalian brain.

In recent years, Al researchers have developed anctfined deep-learning networks layered
programs that can come up with novel solutions to achieve their assigned goal. For example, a
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deeplearning network can be told which face to iddwtin a series of different photos, and through
several rounds of training, na&une its algorithms until it spots the right face virtually every time.

These networks are inspired by the brain, but tidey't work quite like them, said Francesco
Savelli, aeuroscientist at Johns Hopkins University who was not involved in the fBpéar, Al
systems don't come close to emulating the brain's architecture, the diversity of real neurons, the
complexity ofindividual neurons or even the rules by which thegrfe

"Most of the learning is thought to occur with the strengthening and vesetkg of these synapses,”
Savelli said in an interview, referring to the connections between neurons. "And that's truesef the
Al systems too but exactly how you do it, and theilles that govern that kind of learning, might be
very different in the brairmand in these systems."

Regardless, Al has been really useful for a number of functions, from facial recognition to
decipherirg handwriting and translating languages, Savelli. &id highedevel activities such as
navigating a complex environmantave poved far more challenging.

One aspect of navigation that our brains seem to perform without conscious effort is path
integraon. Mammals use this process to recalculate thesifion after every step they take by
accounting for the distance they've trdee and the direction they're facing. It's thought to be key
to the brain's ability to produce a map of its surroundings.

Interview with Caswell Barry about grid cells. CredieMind

Among the neurons associated with these "cognitive mapisite cells, which light up when their
owner is in some particular spot in the enviroant; headdirectioncells, which tell their owner
what direction they're faing; and grid cells, which appear to respond to an imaginary hexagonal
grid mapped over the surrounding terrain. Every time a persepsson a "node" in this grid, the
neuron fires.

"Grid cells are thought to endow the cognitive map with geometric priperthat help in planning

and following trajectories," Savelli and fellow Johns Hopkins neuroscientist James Knierim wrote in
a commettary on the paper. The discovery of grid cells eartiede scientists the 2014 Nobel Prize

in physiology or medicine.

Humans and other animals seem to have very little trouble moving through space because all of
these highly specialized neurons work tdggt to tell us where we are and where we're going.

Sdentists at DeepMind, which is owned by Google and University @dliegdon, wondered

whether they could develop a program that could also perform path integration. So they trained the
network with simudations of paths used by rodents looking for foodeylalso gave it data for a
rodent's movement and speed as well asdback from simulated place cells and hetic:ction

cells.

During this training, the researchers noticed something strange: The $eduladent appeared to
develop patterns of activityhiat looked remarkably like grid callgven though grid cells had not
been part of their training system.
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"The emergence of grilike units is an impressive example of deep learning doing what it doé&s bes
inventing an original, often unpredicted interna@presentation to help solve a task," Savelli and
Knierim wrote.

Interview with Matt Botvinick about neuroscience and Al. Credit: DeepMind

Grid cells appear to be so useful for path integration that fliiscrodent came up with a solution
eerily similar © a real rodent brain. The researchers then wondered: Could gislaieb be useful
in another crucial aspect of mammal navigation?

That aspect, called vectdvased navigation, is basically the abitiycalculate the straighshot, "as
the crow flies'distance to a goal even if you originally took a longer-tisect route. That's a
useful skill for finding shortcuts to your destination, Savelli pointed out.

To test this, researchers challenged tirid-cellenabled fauxrodent to solve a maze, butditked

off most of the doorways so the program would have to takeltmg route to its goal. They also
modified the program so it was rewarded for actions that brought it closer to the goal. They trained
the network on a given maze and then opened shoddotsee what happened.

Sure enough, the simulated rodent with gdells quickly found and used the shortcuts, even
though those pathways were new and unknown. And it performed far better than artalent
whose start point and goal point were trackedlpiy place cells and heatirection cells. It even
beat out a "huma expert," the study authors said.

The findings eventually could prove useful for robots making their way through unknown territory,
Savelli said. And from a neuroscientific perspectivegyt could help researchers better understand
how these neurons do #ir job in the mammalian brain.

Of course, this program was highly simplified compared to its biological counterpart, Savelli pointed
out. In the simulated rodent, the "place cells" didotanga even though place cells and grid cells
influence each othein complex ways in real brains.

"By developing the network such that the placell layer can be modulated loyid-like inputs, we
could begin ® unpack this relationship," Savelli and Knierim wrote.

Developing his Al program further could help scientists start to understand all the complex
relationships that come into play in living neuraltsyss, they added.

But whether they want to hone theesthnology or use it to understand biology, scientists will have
to get a better handle on their own deélparning programs, whose solutions to problems are often
hard to decipher even if they consistentjet results, scientists said.

"Making deeplearningsystems more intelligible to human reasoning is an exciting clualéor the
future," Savelli and Knierim wrot§0]
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Dissecting artificial intelligence to better understand the human brain

In the natural world, intelligence takes many forms. It @bbk a bat using echolocation to expertly
navigate in the dark, can octopus quickly adapting its behavior to survive in the deep ocean.
Likewise, in the computer science world, multiple forms of aiéfiintelligence are emerging
different networks @ch trained to excel in a different task. And as will be presetuddy at the
25th annual meeting of the Cognitive Neuroscience Society (CNS), cognitive neuroscientists
increasingly are using those ergeng artificial networks to enhance their understamgl of one of
the most elusive intelligence systems, the humantorai

"The fundamental questions cognitive neuroscientists and computer scientists seek to answer are
similar,” says Aude Oliva of MIT. Efthave a complex system made of componerids one, it's
calledneurons and for the other, it's called unitsand we are doing experiments to try to

determine what those components calculate.”

In Oliva's work, which she is presenting at the CNS sgium, neuroscientists are learning much
about the role of contextal clues in human image recognition. By using "artificial neurons”
essentially lines of code, softwarevith neuralnetworkmodels,they can parse out the various
elements that go into recognizingspecific place or object.

"The brain is a deep and complex neural network," says Nikolaus Kriegeskorte of Columbia
University, who isltairing the symposium. "Neural network models areibyiaspired models that
are now stateof-the-art in many artificialntelligence applications, such as computer vision."

In one recent study of more than 10 million images, Oliva and colleagues taugtttfeial

network to recognize 350 different plagesich as a kitchen, bedroom, park, living room, etc. They
expectedthe network to learn objects such as a bed associated with a bedroom. What they didn't
expect was that the network would learn to recoge people and animals, for example dogs at
parks aml cats in living rooms.

The machinéntelligence programs learn very quickly when given lots of data, which is what
enables them to parse coextual learning at such a fine level, Oliva saysI&\this not possible to
dissect human neurons at such a level, toenputermodel performing a similar task is entirely
transparent. Thaurtificial neural networks serve as "minbrains that ca be studied, changed,
evaluated, compared against responses given by human neural networks, so the cognitive
neuroscientists have sonsort of sketch of how a real brain may function.”

Indeed, Kriegeskorte says that these models have helped neuroscgeutiderstand how people
can recognize the objects around them in the blink of an eye. "This involves millions of signals
emanating fronthe retina, that sweep through a sequence of layera@urons, extracting
semantic information, for example that we'teoking at a street scene with several people and a
dog," he says. "Current neural network models can perform this kind of task uding on
computations that biological neurons can perforlwhoreover, these neural network models can
predict to some extent he a neuron deep in the brain will respond to any image."

Using computer science to understand the human brain is a relatively nevitfald expanding
rapidly thanks to advancements ioraputing speed and power, along with neuroscience imaging
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tools. Tle artificial networks cannot yet replicate human visual abilities, Kriegeskorte says, but by
modeling the human brain, they are furtheg understanding of both cognition amdiificial
intelligence. "It's a uniquely exciting time to be working at the intersection of neuroscience,
cognitive science, and Al," he says.

Indeed, Oliva says; "Human cognitive and computatioeakroscience is a fagirowing area of
research, andnowledge about how th@uman brain is able to see, hear, feel, think, remember,
and predct is mandatory to develop better diagnostic todls repair thepbrain, and to make sure it
develops well.T19]

Army's brain -like computers moving closer to cracking codes
U.S. Army Research Labiory scientists have discovered a way to leverage rgjing brainlike
computer architectures for an agad numbertheoretic problem known as integer factorization.

By mimicking the brain functions of mammals in computing, Army scientists are openinmgup a
solution space that moves away from traditionahtputing architectures and towards devices that
are able to operate within extreme sizeweight, and powefconstrained environments.

"With more computing power in the battlefield, we can process infation and solve
computationallyhard problems quicket said Dr. John V. "Vinnie" Monaco, an ARL computer
scientist. "Programming the type of devices that fit these criteria, for example, fmapired
computers, is challenging, and cracking crypto casl@sst one application that shows we know
how to dothis."

The problem itself can be stated in simple tarrifake a composite integer N and express it as the
product of its prime components. Most people have completed this task at some point in grade
schal, often an exercise in elementary arithmetic. Fgample, 55 can be expressed as 5*11 and
63 as 3*3*7. Wat many didn't realize is they were performing a task that if completed quickly
enough for large numbers, could break much of the modern day interne

Public key encryption is a method of secure comivation used widely today, based on the RSA
algorithmdeveloped by Rivest, Shamir, and Adleman in 1978. The security of the RSA algorithm
relies on the difficulty of factoring a large composite integethé public key, which is distributed

by the receiveto anyone who wants to send an encrypted messagde.dan be factored into its
prime components, then the private key, needed to decrypt the message, can be recovered.
However, the difficulty in facting large integers quickly becomes apparent.

As thesize of N increases by a single digit, the time iiddake to factor N by trying all possible
combinations of prime factors is approximately doubled. This means that if a number with ten digits
takesl minute to factor, a number with twenty digits witlke about 17 hours and a number with

30 digits aboutwo years, an exponential growth in effort. This difficulty underlies the security of

the RSA algorithm.
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Challenging this, Monaco and his colleaguweManuel Vindiola, of the lab's Computational Scesn
Division, demonstrated how bralike computers lad a speedup to the currently best known
algorithms for factoring integers.

The team of researchers have devised a way to factor large compositgeiatby harnessing the
massive parallelism of novadmputer architectures that mimic the functioning ofghmammalian
brain. So calledeuromorphic computers operate under vastly different praiples than
conventional computers, such as laptopslanobile devices, all based on an architecture dbsdi
by John von Neumann in 1945.

In the von Neumann architecture, memory is separate from the central processing unit, or CPU,
which must read and vite to memory over a bus. This bus has a limited badth, and much of
the time, the CPU is waiting to ass memory, often referred to as the von Neumann bottleneck.

Neuromorphic computers, on the other hand, do not suffer from a von Neumann bottlefibeke
is no CPU, memory, or bus. Instead, they incoaite many individual computation units, much like
neurons in the brain.

These units are connected by physical or simulated pathways for passing data around, analogous to
synaptic connections between nmons. Many neuromorphic devices operate based onphgsical
response properties of the underlying mattisuch as graphene lasers or magnetic tunnel

junctions. Because of this, these devices consume orders of magnitude less energy than their von
Neumann counterparts and can operate on a molecular timmals. As such, any algorithm capable

of running on thee devices stands to benefit from their capabilities.

The speedup acquired by the ARL researchers is due to the formulation of a method for integer
factorization with the help of a neuromorphic-poocessor. The current fastest algorithms for
factoring inegers consist primarily of two stages, sieving and a matrix reduction, and the sieving
stage comprises most of the computational effort.

Sieving invlwes searching for many integers that satisfy a darpsoperty called Bmooth, integers
that don't contdn a prime factor greater than B. Monaco and Vindiola were able to construct a
neural network that discovers-8mooth numbers quicker and with greataccuracy than on a von
Neumann architecture. The#tlgorithm leverages the massive parallelism of biaspired

computers and the innate ability of individual neurons to perform arithmetic operations, such as
addition. As neuromorphic architectures conie to increase in size and speed, not limited by
Moore's Law, their ability to tackle larger integer fagzation problems also grows. In their work,
it's estimated that 1024it keys could be broken in about a year, a task once thought to be out of
reach. For comparison, the current record, a 232 decidigit number (RSA68) took about 2,000
years of compting time over the course of several years.

From a broader perspective, this discovery pushes us to question how a shift in computing paradigm
mightaffect some of our most basic security assumptidsemerging devices shift to incorporate
massive par&lism and harness material physics to compute, the computational hardness
underlying some security protocols may be challenged in ways not preyiowsgined. This work

also opens the door to new rearch areas of emerging computer architectures, in teoh
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algorithm design and function representation, alongside-fmswer machine learning and artificial
intelligence applications.

"Encrypted messages warfare often have an expiration date, when theimtents become un
actionable," Monaco said. "Therge &an urgency to decrypt enemy communications, especially those
at the field level, since these expire the quickest, compared to communication artéghelons. In
field conditions, power and connecity are extremely limited. This is a strong motivatfagtor for
using a brairinspiredcomputer for such a task where conventional computers are not pcat"

[18]

Teaching computers to guide science: Machine learning method sees

forests and trees

While it may be the era of supercomputers and "big data,” without smart methods to mine all that
data, it's only so much digital detritus. Now researctarthe Department of Energy's Lawrence
Berkeley Natinal Laboratory (Berkeley Lab) and UC Berkelgg bame up with a novel machine
learning method that enables scientists to derive insights from systems of previously intractable
complexity in record tira.

In a paper published recently in tlRroceedingsfahe National Academy of Scien¢ESNAY the
researchers describe a technique called "iterative Random Forests," which they say could have a
transformative effect on any area etience or engineering wittcomplex systems, including

biology, precision medicine, materials science, environmental science, and manufacturing, to name
a few.

"Take a human cklfor example. There are 10 possible molecular teractions in a single cell. That
creates considable computing challenges in searching for relationships," said Ben Brown, head of
Berkeley Lab's Molecular Ecosystems Biology Department. "Our metlatdesrthe identification

of interactions of high ordeat the same computational cost as main effeadsyen when those
interactions are local with weak marginal effects."

Brown and Bin Yu of UC Berkeley are lead senior authors of "lterative Random teoBistover
Predictive and Stable Higbrder Interations." The cdfirst authors are Sumanta Basu ffterly a

joint postdoc of Brown and Yu and now an assistant professor at Cornell University) and Karl
Kumbier (a Ph.D. student of Yu in the UC BerkekysBts Department). The paper is the

culmination ofthree years of work that the authors believe Mitansform the way science is done.
"With our method we can gain radically richer information than we've ever been able to gain from a
learning machine,Brown said.

The needs ofmachine learning in science are different from that of industry, where machine
learning has been used for things like playing chess, makindrseifg cars, and predictinge
stock market.
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"The machie learning developed bindustry is great if you want to do highequency trading on
the stock market," Brown said. "You don't care why you're able to predict the stoclgwillp or
down. You just wantb know that you can makthe predictions."

But in science, questions surrounding why a process behaves in certain ways are critical.
Understanding "why" allows scientists to model or even engineer processes to improve praattai
desired outcome. As asalt, machine learning foscience needs to peer inside the black box and
understand why and how computers reached the conclusions they reached. £elomgoal is to
use this kind of information to model or engineer systemslitain desired outcomes.

In highly complex systemavhether it's a single cell, the human body, or even an entire ecosystem
there are a large number of variables interacting in nonlinear ways. That makes it difficult if not
impossible to build a modéhat can determine cause areffect. "Unfortunately,jn biology, you

come across interactions of order 30, 40, 60 all the time," Brown said. "It's completely intractable
with traditional approaches to statistical learning.”

The method developed by the tealed by Brown and Yu, itefiae Random Forests (iRBjlds on

an algorithm called random forests, a popular and effective predictive modeling tool, translating the
internal states of the black box learner into a humaterpretable form. Their approacHhlaws
researchers to seardior complex interaction®y decoupling the order, or size, of interactions from
the computational cost of identification.

"There is no difference in the computational cost of detecting an interaction of order 30 versus an
interaction of order two," Brownaid. "And that's a sea elmge.”

In the PNAS paper, the scientists demonstrated their method on two genomics problems, the role of
gene enhancers in the fruit fly embryo and alternative splicing in a heoheaimed cell line. In dth

cases, using iRF confieghprevious findings whdlalso uncovering previously unidentified higher

order interactions for followup study.

Brown said they're now using their method for designing phased array laser systems and optimizing
sustainable agculture systems.

"We believethis is a different pardigm for doing science,” said Yu, a professor in the departments

of Statistics and Electrical Engineering & Computer Science at UC Berkeley. "We do prediction, but
we introduce stability on top of predion in iRF to more reliablgarn the underlying strcture in

the predictors."

"This enables us to learn how to engineer systems for-goahted optimization and more
accurately targeted simulations and follayp experiments," Brown added.

In aPNAS commentary on the technique, Danielle Denisko and Michael Hoffman of the University
of Toronto wrote: "iIRF holds much promise as a new and effective way of detecting interactions in a
variety of settingsand its use will help usisure no branch or lea$ iever left unturned.[17]
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Rise of the quantum thinking machines
Quantum computers can be made to utilize effects such as quantum coherence and entanglement
to accelerate machine learning.

Althoughwe typically view informatin as being an abstract @irtual entity, information, of

course, must be stored in a physical medium. Information processing devices such as computers
and phones are therefore fundamentally governed by the laws of physittésiway, the

fundamental plysical limits of an agelstability to learn are governed by the laws of physics. The
best known theory of physics is quantum theory, which ultimately must be used to determine the
absolute physical limits of a machine's abildyearn.

A quantum algorithm is a stepwise procedyperformed on a quantum computer to solve a

problem such as searching a database. Quantum machine learning software makes use of quantum
algorithms to process information in ways that classical comgutannot. iese quantum effects

open up exciting nevavenues which can, in principle, outperform the best known classical

algorithms when solving certain machine learning problems. This is known as quantum enhanced
machine learning.

Machine learning methds use matamatical algorithms to search for certgiatterns in large data

sets. Machine learning is widely used in biotechnology, pharmaceuticals, particle physics and many
other fields. Thanks to the ability to adapt to new data, machine learninglgreateedshe ability

of people. Despite this, magcte learning cannot cope with certain difficult tasks.

Quantum enhancement is predicted to be possible for a host of machine learning tasks, ranging
from optimization to quantum enhanced deep learning.

In the new @per published in Nature, a group of sdists led by Skoltech Associate Professor
Jacob Biamonte produced a feasibility analysis outlining what steps can be taken for practical
quantum enhanced machine learning.

The prospects of using quamucomputersto accelerate machine learning has gertethrecent
excitement due to the increasing capabilities of quantum computers. This includes a commercially
available 2000 spin quantum accelerated annealing by the Cavestd company Wave

Systems la. and a 1@ubit universal quantum processor by IBdich is accessible via a (currently
free) cloud service.

The availability of these devices has led to increased interest from the machine learning
community. The interest comes as a bit of a shoclh#ottaditional quantum physics community,

in which researchers have thought that the primary applications of quantum computers would be
using quantum computers to simulate chemical physics, which can be used in the pharmaceutical
industry for drug discovgr Howevergertain quantum systems can be mappedastain machine
learning models, particularly deep learning models. Quantum machine learning can be used to
work in tandem with these existing methods for quantum chemical emulation, leading to even
greder capabiliies for a new era of quantum technology.



"Early on, the team burned the midnight oil over Skype, debating what the field evanouas
synthesis will hopefully solidify topical importance. We submitted our draft to Nature, going
forward subjetto signifcant changes. All in all, we ended uptimg three versions over eight
months with nothing more than the title in common," said lead study author Biamonte. [16]

A Machine Learning Systems That Called Neural Networks Perform

Tasks by Analyzing Huge Volumes of Data

Neural networks learn how toagry out certain tasks by analyzing large amounts of data displayed
to them. These machine learning systems continually learn and readjust to be able to carry out the
task set out before them. Understaimd) how neual networks work helps researchers to eép

better applications and uses for them.

At the 2017 Conference on Empirical Methods on Natural Language Processing earlier this month,
MIT researchers demonstrated a new gengraipose technique fomaking sense of neural

networks that are able to ¢ay out natural language processing tasks vehthey attempt to

extract data written in normal text opposed to something of a structured language like database
query language.

The new technique works gat in any system that reads the text as input andduces symbols as

the output. One such exarfgof this can be seen in an automatic translator. It works without the

need to access any underlying software too. Tommi Jaakkola is Professor of Eeatjicakring

and Computer Science atMITandone &thl dzi K2 NE 2y (G KS L[ShdbIS NI I S
simple randomization. And what you are predicting is now a more complex object, like a sentence,
a2 6KIG R2S&a Al YSIy G2 3IAGS Iy SELIXFYF(GAZ2YKE

As pat of the research, Jaakkola, and colleague Davidéddelis, an MIT graduate student in
electrical engineering and computer science and first author on the paper, used adaacieural
net in which to generate test sentences to feed bkaci neural ets. The duo began by teaching
the network to comprss and decompress natural sentences. Adriaing continues the

SYO2RSNJ YR RSO2RSNJ 3Si S@rtdz 6§SR aArvydzZ (I yS2dzat e

YFGOKSa dzlJ s AGK GKS SyO2RSNDa AyLlzio

Neural nets work on probabilities. For example, an abjecognition system could be fed an
image d a cat, and it would process that image as it saying 75 percent probability of being a cat,

GKATS &GAEE KIFGAYI | wp LPwisxSaysamelivaakkolddnd (&8 G K|

Alvareza S f Andefie éofBpressing network has alternativerd® for each of those in a decoded
sentence along with the probability that each is correct. So, once the system has generated a list of
closely relatedsent OSa (1 KS& QNB -bok SatiralfabgRaggradessor. This thed |

allows the researchett® analyze and determine which inputs have an effect on which outputs.

During the research, the pair applied this technique to three different types of@aldanguage
processing system. The first one inf=frthe way in which words were pronouncedetsecond

was a set of translators, and the third was a simple computer dialogue system which tried to
provide adequate responses to questions or remarkdodking at the results, it was clear and

pretty obviaus that the translation systems had strongp@@dencies on individual words of both

the input and output sentences. A little more surprising, however, was the identification of gender

I
/



biases in the texten which the machine translation systems were train€he dialogue system
was too small to takadvantage of the training set.
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model that is not doing a goddb, can you first use this kind of approach to itignproblems? A

motivating application ofhis kind of interpretability is to fix systems, to improve systems, by
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Active machine learning for th e discovery and crystallization of gigantic

polyoxome talate molecules

Who is the better experimdalist, a human or a robot? When it comes to exploring synthetic and
crystallization conditions for inorganic gigantic molecules, actively learning machietearly
ahead, as demonstrated by British Scietstia an experiment with polyoxometalates dighed in
the journal Angewandte Chemie.

Polyoxometalates form through sedssembly of a large number of metal atoms bridged by oxygen
atoms. Potential useisiclude catalysis, electronics, and medicine. Irisighto the self

organization processes couldso be of use in developing functional chemical systems like
"molecular machines".

Polyoxometalates offer a nearly unlimited variety of structures. Howeat&r not easy to find new
ones, because the aggratipn of complex inorganic molecules to gitiammolecules is a process
that is difficult to predict. It is necessary to find conditions under which the building blocks
aggregate and then also crystadljzo that they can be characterized.

A team led by_eroy Cronin at the University of Glasgow Y b&s now developed a nhew approach

to define the range of suitable conditions for the synthesis and crystallization of polyoxometalates.
It is based on recergdvances in machine learning, known as active legrrithey allowed their
trained machine to coipete against the intuition of experienced experimenters. The test example
was Na(6)[Mo(120)Ce(6)0O(366)H(12)(H(2)0)(78)]-200 H(2)O, a neshajped polyoxomtalate
cluster that was recently discovered by thesearchers' automated chemical robot.

In theexperiment, the relative quantities of the three necessary reagent solutions were to be
varied while the protocol was otherwise prescribed. The startingtpeas a set of data from
successful and unsuccessftystallization experiments. The aim was tarpten experiments and
then use the results from these to proceed to the next set of ten experimemtstal of one
hundred crystallization attempts.

Although the fleskand-blood experimenters were able tagduce more successful crystallizations,

the far more "adventurous" machine algorithm was superior on balance because it covered a
significantly broader domain of the "crystallization space". The quaflitiye prediction of whether

an experiment would ledito crystallization was improved significgntmore by the machine than

the human experimenters. A series of 100 purely random experiments resulted in no improvement.
In addition, the machine discoveredrange of conditions that led to crystals which Wbnot have

been expected based on pure inion. This "unbiased" automated method makes the discovery of



novel compounds more probably than reliance on human intuition. The researchers are now
lookingfor ways to make especially efficient "teams" of naard machine. [14]

Using machine learning to understand materials

Whether you realize it or not, machine learning is making your online experience more efficient.
The technology, designed by computerestists, is used to better understand, analyze, and
categorize data. When you tag your friendeacebook, clear your spam filter, or click on a
suggested YouTube video, you're benefitting from machine learning algorithms.

Machine learning algorithms adesigned to improve as they encounter more data, mgkhem a
versatile technology for understading large sets of photos such as those accessible from Google
Images. Elizabeth Holm, professor of materials science and engineering at Carnegie Mellon
Univesity, is leveraging this technology to better undarsl the enormous number of research
images acumulated in the field of materials science. This unique application is an interdisciplinary
approach to machine learning that hasn't been explored before.

"Just like you might search for cute cat pictureshominternet, or Facebook recognizes the face
of your friends, we are creating a system that allows a computer to automatically understand the
visual data of materials science,” explains Holm.

The fiet of materials science usually relies on human exptrtidentify research images by hand.
Usingmachine learning algorithms, Holm and her group have created a system that automatically
recognizes and categorizes microstructural images of materials.ddérsgo make it more

efficient for materials scierdts to search, sort, classify, and identifiportant information in their
visual data.

"In materials science, one of our fundamental data is pictures,” explains Holm. “Images contain
information thatwe recognize, even when we find it difficult to quéginumerically.”

Holm's machine learning stem has several different applications within the materials science field
including research, industry, publishing, and academia. For example, the systiEhbeaised to

create a visual search of a scientjéiarnal archives so that a researcher coutifout whether a
similar image had ever been published. Similarly, the system can be used to automatically search
and categorize image archives in industidesesearch labs. "Big companies can have archifzes o
600,000 or more research images. No one tsda look through those, but they want to use that
data to better understand their products,” explains Holm. "This system has the power to unlock
those archies."

Holm and her group have been working on tl@search for about three years and are contirgu
to grow the project, especially as it relates to the metd) printing field. For example, they are
beginning to compile a database of experimental aintlisated metal powder micrographs in
order to betterunderstand what types of raw materials aresbsuited for 3D printing processes.

Holm published an article about this research in the December 2015 issue of Computational
Materials Science titled "Aomputer vision approach for automated analysis arassification of
microstructural image data[13]



Artificial intelligence helps in the discovery of new materials

With the help of artificial intelligence, chemists from the University of Basel iz&vaind have
computed the characteristics of about éamillion crystals made up of four chemicé&ments. The
researchers were able to identify 90 previously unknown thermodynamically stable crystals that
can be regarded as new materials.

They report ortheir findings in the scientific journal Physicavieev Letters.

Elpasolite is a glassy, transparent, shiny and soft mineral with a cubic crystal structure. First
discovered in El Paso County (Colorado, USA), it can also be found in the Rocky Malirgaiiss,
and the Apennines (Italy). In experimenti@tabases, elpsolite is one of the most frequently
found quaternary crystals (crystals made up of four chemical elements). Depending on its
composition, it can be a metallic conductor, a semnductoror an insulator, and may also emit
light when exposedb radiation.

These characteristics make elpasolite an interesting candidate for use in scintillators (certain
aspects of which can already be demonstrated) and other applications. Its chemical domplex
means that, mathematically speaking, it is preally impossild to use quantum mechanics to
predict every theoretically viable combination of the four elements in the structure of elpasolite.

Machine learning aids statistical analysis

Thanks to modrn artificial intelligence, Felix Faber, a doctataident in Prof Anatole von
Lilienfeld's group at the University of Basel's Department of Chemistry, has now succeeded in
solving this material design problem. First, using quantum mechanics, he gesh@radictions for
thousands of elpasolite crystalsttvrandomly deéermined chemical compositions. He then used
the results to train statistical machine learning models (ML models). The improved algorithmic
strategy achieved a predictive accuracy equintite that of standard quantum mechanical
approaches.

ML models ha® the advantage of being several orders of magnitude quicker than corresponding
quantum mechanical calculations. Within a day, the ML model was able to predict the formation
energyc an indicator of chemical stabilitg of all two million ebasolite crysts that theoretically

can be obtained from the main group elements of the periodic table. In contrast, performance of
the calculations by qguantum mechanical means would have taken a supputer more than 20
million hours.

Unknown material s with interest ing characteristics

An analysis of the characteristics computed by the model offers new insights into this class of
materials. The researchers were able to detect basic trends in formatiergy and identify 90
previously unknown crystateat should bethermodynamically stable, according to quantum
mechanical predictions.

On the basis of these potential characteristics, elpasolite has been entered into the Materials
Project material dabase, which plays a key role in the Materials Genbmitiative. Tle initiative
was launched by the US government in 2011 with the aim of using computational support to
accelerate the discovery and the experimental synthesis of interesting new materials.



Some of the newly discovered elpasolite crystalpldisexotic eletronic characteristics and

unusual compositions. "The combination of artificial intelligence, big data, quantum mechanics and
supercomputing opens up promising new avenues for deepeningiaderstanding of materials

and discovering new osethat we wouldhot consider if we relied solely on human intuition," says
study director von Lilienfeld. [12]

Physicists are putting themselves out of a job, using artificial

intelligence to run a comp lex experiment

The experiment, developed by physisiffom The Ausalian National University (ANU) and UNSW
ADFA, created an extremely cold gas trapped in a laser beam, known as&iBiea

condensate, replicating the experiment that won the 200bbldPrize.

"l didn't expect the machine could leata do the experiment itself, from scratch, in under an
hour," said cdead researcher Paul Wigley from the ANU Research School of Physics and
Engineering.

"A simple computer program would have takenden than theage of the Universe to run through
all the combinations and work this out."

BoseEinstein condensates are some of the coldest places in the Universe, far colder than outer
space, typically less than a billionth of a degree above absolute zero

They coud be used for mineral exploration or ngation systems as they are extremely sensitive to
external disturbances, which allows them to make very precise measurements such as tiny changes
in the Earth's magnetic field or gravity.

The artificiaintelligen@ system's ability to set itself up quiglevery morning and compensate for
any overnight fluctuations would make this fragile technology much more useful for field
measurements, said eead researcher Dr Michael Hush from UNSW ADFA.

"You calld make a wrking device to measure gravity that yoauld take in the back of a car, and
the artificial intelligence would recalibrate and fix itself no matter what," he said.

"It's cheaper than taking a physicist everywhere with you."

The team coolethe gas to eound 1 microkelvin, and then handed cauitof the three laser
beams over to the artificial intelligence to cool the trapped gas down to nanokelvin.

Researchers were surprised by the methods the system came up with to ramp down the power of
the lasers.

"It did things a person wouldn't guessich as changing one laser's power up and down, and
compensating with another,” said Mr Wigley.

"It may be able to come up with complicated ways humans haven't thought of to get experiments
colder and mke measuremets more precise.

The new technique wilead to bigger and better experiments, said Dr Hush.



"Next we plan to employ the artificial intelligence to build an even larger HEas&tein condensate
faster than we've seen ever before," he said.

The research is published in the Nature group jouSw@éntific Reports. [11]

Quantum experiments designed by machines

The idea was developed when the physicists wanted to create new quantum states in the
laboratory, but were unable to conceive of mett®to do so. "After many unsuccessful attempts
to come up with an experimental implementation, we came te ttonclusion that our intuition
about these phenomena seems to be wrong. We realized that in the end we were just trying
random arrangements of qué&mm building blocks. And that is what a computer clanas welk

but thousands of times faster", explainsakib Krenn, PhD student in Anton Zeilinger's group and
first author research.

After a few hours of calculation, their algorithnwhich they call MIvin - found the recipe to the
guestion they were uable to solve, and its structure surprised them. Zg#insays: "Suppose | want
build an experiment realizing a specific quantum state | am interested in. Then humans intuitively
consider setups refleotg the symmetries of the state. Yet Melvin found dliat the most simple
realization can be asymmetric atiterefore counterintuitive. A human would probably never come

up with that solution.”

The physicists applied the idea to several other questiomsgnt dozens of new and surprising
answers. "The saotions are difficult to understand, but we were abledgtract some new
experimental tricks we have not thought of before. Some of these compigsigned experiments
are being built at the moment in ouaboratories”, says Krenn.

Melvin not only triesandom arrangements of experimental components, but &sons from
previous successful attempts, which significantly speeds up the discovery rate for more complex
solutions. In the future, the authorsamt to apply their algorithm to even more general gtiens

in quantum physics, and hope it helps to invgate new phenomena in laboratories. [10]

Moving electrons around loops with light: A quantum device based on

geometry

Researchers at the Univergiof Chicago's Institute for Molecular Engineering #me University of
Konstanz have demonstrated the atyilto generate a quantum logic operation, or rotation of the
qubit, that- surprisingly is intrinsically resilient to noise as well as to variagiamthe strength or
duration of the control. Theiréhievement is based on a geometric concept known a8trey
phase and is implemented through entirely optical means within a single electronic spin in
diamond.

Their findings were published online Félb, 2016, in Nature Photonics and will appear & th
March print issue. "We tend to view quantum operatsoas very fragile and susceptible to noise,
especially when compared to conventional electronics,” remarked David Awschalom, the Liew
Family Profess of Molecular Engineering and senior scientist ajoline National Laboratory,



who led the research. "Inontrast, our approach shows incredible resilience to external influences
and fulfills a key requirement for any practical quantum technology."

Quantum geometry

When a quantum mechanical object, suehan electron, is cycled along some loop, it retains a
memory of the path that it travelled, the Berry phase. To better understand this concept, the
Foucault pendulum, a common staple of science musehgiss to give some intuition. A

pendulum, like thosén a grandfather clock, typically oscillates back tnth within a fixed plane.
However, a Foucault pendulum oscillates along a plane that gradually rotates over the course of a
day due to Earth's ration, and in turn knocks over a series of pins edicig the pendulum.

The number of knockedver pins isa direct measure of the total angular shift of the pendulum's
oscillation plane, its acquired geometric phase. Essentially, this shift is diedatiyd to the

location of the pendulum on Earth'sr$ace as the rotation of Earth transports the pendulafong

a specific closed path, its circle of latitude. While this angular shift depends on the particular path
traveled, Awschalom said, it remarkgitloes not depend on the rotational speed of Earthhar
oscillation frequency of the pendulum.

"Likewisethe Berry phase is a similar padlependent rotation of the internal state of a quantum
system, and it shows promise in quantum information prosessas a robust means to manipulate
qubit states," hesaid.

A light touch

In this experiment, the researehs manipulated the Berry phase of a quantum state within a
nitrogenvacancy (NV) center, an atorscale defect in diamond. Over the past decadd arhalf,

its electronic spin state has garnered graderest as a potential qubit. In their experimentse

team members developed a method with which to draw paths for this defect's spin by varying the
applied laser light. To demonstrate Berry phabkey traced loops similar to that of a tangerine

slice within the quantum space of all of the potential coiméttions of spin states.

"Essentially, the area of the tangerine slice's peel that we drew dictated the amount of Berry phase
that we were able taccumulate," said Christopher Yale, a postdoctorabkr in Awschalom's
laboratory, and one of the eleradauthors of the project.

This approach using laser light to fully control the path of the electronic spin is in contrast to more
common techniqueshat control the NV center spin, through the applicat of microwave fields.

Such an approach may one day Wseful in developing photonic networks of these defects, linked
and controlled entirely by light, as a way to both process and transmit quantiamriation.

A noisy path

A key feature of Berry phaghat makes it a robust quantum logic operation is its resilience to

noise sources. To test the robustness of their Berry phase operations, the researchers intentionally
added noise to the laser lighootrolling the path. As eesult, the spin state wodltravel along its
intended path in an erratic fashion.

However, as long as the total area of the path remained the same, so did the Berry phase that they
measured.







































