Al Transform Education

Artificial intelligence's jpotential lies not only:in:its /ability. to helprimprevthe .educational
performance ofearners butalso inits capacity to foster respect and.understanding
between all’humang25]

TheNew York Tinescontacted/IBM Research inlate September asking for our help:-to use
Al in aclever.way to create art forthe comingspecial sectionion Al. [24]

Granting human rights' to.a computer would-degrade human; dignity.'[23]

IBM researchers are developinga new computer /architecture; bettgunipped: to’handle
increased dataloads from artificial intelligence. [22]

A computer/built/tormimic the brain's neural networks produces similar. results tothat of
the best brainsimulation supercomputer software:currently used:for neussignaling
research, finds a ne study published in/the ,opeaccess journaFrontiers in

Neuroscience. [21]

The possibility of cognitive nucleaspin processing.came to Fisher in/part through: studies
performed inithe 1980s/that reported a-remarkable lithium isotope;dependence’on the
behavior of mothe rats. [20]

And aswill'be presented today atthe 25th annual meeting/of the Cognitive Neuroscience
Society, (CNS), cognitive: neuroscientists:increasingly :are using those .emerging artificial
networks to.enhance/their understanding of one rof the most elusive intellbgesystems,

the human’brain[19]

U.S./Army.Research Laboratory scientists have discovered a way:to leverage emerging
brain-like computer architetures foranageold numbertheoretic problem'known:as
integer factorization.[18]

Now researchers at'the Department of.Energy's Lawrence Bak®lational/l.aboratory
(Berkeley/LL.ab)and UCBerkeley have:come:up: with a-novel ' machine /learning method that
enables scientists to-derive insights from: systems of previously: intractable complexity in
record time.[17]

Quantum computers can be made to utilize effeatsts as quantum coherence and
entanglement to accelerate machine learning. [16]

Neural networks learn how to carry out certain tasks by analyzing large amounts of
data displayed to them. [15]


https://phys.org/tags/learners/

Who is the better experimentalist, a human or a robot? Wheades to exploring

synthetic and crystallization conditions for inorganic gigantic molecules, actively
learning machines are clearly ahead, as demonstrated by British Scientists in an
experiment with polyoxometalates published in the journal Angewandte /@lee [14]

Machine learning algorithms are designed to improve as they encounter more data,
making them a versatile technology for understanding large sets of photos such as those
accessible from Google Images. Elizabeth Holm, professor of materials scienic
engineering at Carnegie Mellon University, is leveraging this technology to better
understand the enormous number of research images accumulated in the field of
materials science. [13]

With the help of artificial intelligence, chemists from the Ueisity of Basel in

Switzerland have computed the characteristics of about two million crystals made up of
four chemical elements. The researchers were able to identify 90 previously unknown
thermodynamically stable crystals that can be regarded as new ns. [12]

The artificial intelligence system's ability to set itself up quickly every morning and
compensate for any overnight fluctuations would make this fragile technology much
more useful for field measurements, saidlead researcher Dr Michael Hin from
UNSW ADFA. [11]

Quantum physicist Mario Krenn and his colleagues in the group of Anton

Zeilinger from the Faculty of Physics at the University of Vienna and the Austrian
Academy of Sciences have developed an algorithm which designs new usefiilioua
experiments. As the computer does not rely on human intuition, it finds novel unfamiliar
solutions. [10]

Researchers at the University of Chicago's Institute for Molecular Engineering and the
University of Konstanz have demonstrated the ability tongeate a quantum logic
operation, or rotation of the qubit, that surprisingly? is intrinsically resilient to noise

as well as to variations in the strength or duration of the control. Their achievement is
based on a geometric concept known as the Berragdand is implemented through
entirely optical means within a single electronic spin in diamond. [9]

New research demonstrates that particles at the quantum level can in fact be seen as
behaving something like billiard balls rolling along a table, andtmmerely as the
probabilistic smears that the standard interpretation of quantum mechanics suggests.
But there's a catch the tracks the particles follow do not always behave as one would
expect from "realistic” trajectories, but often in a fashion thaas been termed
"surrealistic.” [8]

Quantum entanglemert which occurs when two or more particles are correlated in
such a way that they can influence each other even across large distanisesot an alt
or-nothing phenomenon, but occurs in various degreBse more a quantum state is

entangled with its partner, the better the states will perform in quantum information



applications. Unfortunately, quantifying entanglement is a difficult process involving
complex optimization problems that give even physisisteadaches. [7]

A trio of physicists in Europe has come up with an idea that they believe would allow a
person to actually witness entanglement. Valentina Caprara Vivoli, with the University
of Geneva, Pavel Sekatski, with the University of Innsbruck and Nicolas Sangowiénd
the University of Basel, have together written a paper describing a scenario where a
human subject would be able to withess an instance of entanglemehey have
uploaded it to the arXiv server for review by others. [6]

The accelerating electrons explain not only the Maxwell Equations and the

Special Relativity, but the Heisenberg Uncertainty Relation, the WRaeticle Duality
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Theories.

The Planck Distribution Law of the electromagnetic oscillators explains the

electron/proton mass rate and the Weak and Strong Interactions by the diffraction

patterns. The Weak Interaction changes the diffraction patterns by moving the electric

charge from one side to the other side of the diffraction pattern, which violates the CP
and Time reversal symmetry.

The diffraction patterns and the locality of the seffaintaining electromagnetic
potential explains also the Quantum Entanglement, giving it asadural part of the
relativistic quantum theory.
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Preface

Physicists i@ continually looking for ways to unify the theory of relativity, which describes
largescale phenomena, with quantum theory, which describes ssnalé phenomena. In a new
proposed experiment in this area, two toasteized "nanosatellites” carrying emgled
condensates orbit around the Earth, until one of them moves to a different orbit with different
gravitational field strength. As a result of the change in gravity, the entanglement between the
condensates is predicted to degrade by up to 20%. Expetiafly testing the proposal may be
possible in the near future. [5]

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are
generated or interact in ways such that the quantum state of each particle cannot betaescr
independently-instead, a quantum state may be given for the system as a whole. [4]

| think that we have a simple bridge between the classical and quantum mechanics by
understanding the Heisenberg Uncertainty Relations. It makes clear that the particles are not point
like but have a dx and dp uncertainty.



Al's huge potential to transform education

A list of 26 ways that Al can contribute to education shows that distance learning is one of the

most promising avenues for the application of Al in the field of education. This typaroirig

focuses on the mobility of learners, who can access learning materials anytime and anywhere using
mobile devices such as cell phones, tablets and laptops, which represent nearly 90 per cent of
Internet connections in 2018.

Mobile learning, a form oflistanceeducation, represents one of the most exciting trends in
education. As part of our UTIFEN project (Use of Technology for Mobile Teacher Training in Niger),
we designed a mobile educatigatform for smart phones that uses Al to provide mobile training

to over 20,000 teachers in Africa.

The UTIFEN platform is based on the principles of adaptive learning, also knoanlase

learning, one of the most important applications of Al in education. Adaptive learning systems use
Al to organize learning based on the individual characteristics, skills or needs of learners. Not only
are these systems able tadapt the difficulty of the learning material, but they can also add or
remove content depending on the learner's progress.

The concept is simple: learning pathways are constantly evolving based on the answers provided by
each individual learner, but ady all learners. Why all learners? Because it is by considering the
responses of learners as a whole that the platform itself learns and adapts. The role of Al in this
process is important. Ecosystems that gather a vast amount of data albasAd systms such as
UTIFEN to exploit those data. The 20,000 learners using the UTIFEN platform provide some
20,000,000 data points that theystem analyzes in order to create patterns or models that help it
better understand the pathways of learners who succeed and those who fail.

An ideal model

Al allows the platform to learn from these models in order to make it more effective, with a view to
ensuring a successful outcome for as many learners as possible. The ByEteENexploits the
learning pathways of learners to build an ideal model of intervention focused on ensuring optimum
pathways. Based on this "learning," the platform is able to send automatic, autonomous and
personalized reminders to learners in a timelgnner, thereby improving their chances of success.

One of the challenges facing our education system with the advent of Al is finding the right balance
between the timehonoured educational practices handed down through the ages and the exciting
new oppotunities unleashed by Al in the field of education.

This requires looking beyond an exclusively utilitarian vision of Al to get a clearer picture of Al's
power to completely transform the educational experience. That is what the UTIFEN project
attempts todo by harnessing the opportunities offered by Al in order to train teachers in a country
with one of the world's poorest populations and lowest rates of technology penetration.

Artificial intelligence's potential lies not only in its ability to help imgrdve educational
performance ofearners, but also in its capacity to foster respect and understanding between all
humans [25]
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Al and human creativity go hand in hand

What does Al look like? You might say it looks like a robot, or flashing LEDs, or a waveform on a
screen. But what would Al say Al looks like? To find out, IBM Research asked Al to draw us a
pictur e.. o f-portrditgas publishedid e Blewsyerk Timésday and, looking at the
image, | am amazed not only with the result, but also the journey we took to get there.

TheNew York Timesontacted IBM Research in late September asking for our help to use Al in a
clever wayto create art for the coming special section on Al. With a very short timeline and no
guarantee of success, we set out to teach Al to create original art. Given onlylavrebtask—
identify an important concept in Al, create an original image thatwegst it, and present it in way
that fits with the visual style ofhe New York Timeave developed a new process that perfectly
combines Al and human creativity.

Why would drawing a seffortrait be such a challenge for Al? After all, Al can drive carsyjilao
games, eveproduce a movie trailer. The difference is that these tasks don't require Al to create
new material, just to analyze the information at hand and make @®tisor selections based on its
training. We already know that Al can perform exceptionally well at language and image analysis.
Creating new content, on the other hand, is a much more experimental activity.

To take on this challenge, we quickly assemlal@dultidisciplinary team within IBM Research that
included Alfio Gliozzo, Mauro Martino, Michele Merler, and Cicero Nogueira dos santos. The range
of expertise required speaks to the nature of the task: deep science thinking,-bartdshnical

and engineeng skills, and design and visualization talent were essential to our effort. In essence,
we needed to explicitly define the creative process. The result is a nuanced pipeline in which Al
performs critical functions in both analysis and synthesis to ereatnething truly novel and
captivating.

The process included the following three major steps:
1. Identify a core visual concept in Al:
Ingested ~3,000 past articles on "Al" frdine New York Times (NYT)

Applied natural language processing tools to idgmtife top-30 discriminative semantic concepts
for "Al"

Trained a neural network for visual recognition based on images for thesgt@pncepts

Applied the network to score images from NYT articles for their strength of depicting or
representing "Al"

Selected one of the togl0 images: an image of a human and robot shaking hands
2. Create an original image that captures the Al concept:

Built a training dataset of >1,000 images of human and robot hands


https://www.ibm.com/blogs/think/2016/08/cognitive-movie-trailer/

Trained a generative neural network (GAN) to draw neages of human and robot hands, which it
did day and night for nearly a week

3. Present it in a way that fits NYT visual style:
Collected a sample of cover art from NYT and trained a style transfer network

Applied the network to automatically produce stglizversions of the Adenerated hands images to
match the NYT "visual language" for cover art

Chose the final image shown here based on overall concept clarity and artistic style

This pipeline gives us a compelling new capability for collaborative ctegdhiat could be applied
to other tasks as well. Imagine using Al to design artwork for a new album based on the musicians'
songs, lyrics, and history.

More importantly, the results show how Al and humans can work hand in hand to explore entirely
new territory. We've seen this synergy in diverse settings from drug discovery to financial market
prediction to malware detection. Extending this paradigm to the realm of creativity underscores the
many ways that Al can augment human abilitjed]

Could an atrti ficial intelligence be considered a person under the law?

Humans aren't the only people in societyat least according to the law. In the U&porations

have been given rights of free speech and religion. Some natural features also have peil#ian
rights. But both of those required changes to the legal system. A new argument has laid a path for
artificial intelligence systems to be recognizipeople toe-without any legislation, court rulings

or other revisions to existing law.

Legal scholar Shawn Bayer has shown that anyonead®gr legal personhood on a computer
system, by putting it in control of a limited liability corporation in the U.S. If that maneuver is
upheld in courtsatrtificial intelligence systems would be able to own propgy, sue, hire lawyers
and enjoy freedom of speech and other protections under the lawny view, human rights and
dignity woud suffer as a result.

The corporate loophole

Giving Als rights similar to humans involves a technical lawyerly maneuver. It startswith

person setting up two limited liability companies and turning over control of each company to a
separate autonomous or artificially intelligent system. Then the person would add each company as
a member of the other LLC. In the last step, the person would withdraw from both LLCs, leaving
each LC—-a corporate entity with legal personhoeégoverned only by the other's Al system.

That process doesn't require the compusistem to have any particular level of intelligence or
capability. It could judbe a sequence of "if* statements looking, for example, at the stock market
andmaking decisions to buy and sell based orprices falling or rising. It could even be an
algorithm thatmakes decisions randomly, or anemulation of an amoeba.
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Reducing human status

Graning human rights to a computer would degrade human dignity. For instance, S
Arabia granted citizenship to a robot called Sophia, human women, includingfeminist
scholars, objected, noting that the robot was given more rights than many Saudi women have.

In certain places, some people might have fewer rights than nonintelligent software and rbbots.
countries that limitcitizens' rights to free speech, free religious practice and expression of
sexuality, corporations potentially including Atun companies- could have more rights. That
would be an enormous indignity.

An interview with Sophia, a robot citizen of Saudi Arabia.

The risk doesn't end there: If Al systems became more intelligent than people, humans could be
relegated to an inferior role-as workers hired and fired by Al corporate overlords
evenchallenged for social dominance.

Artificial intelligence systems could be tasked with law enforcement among human populations
acting as judges, jurors, jailers and even executioners. Warrior robots could similarly be assigned to
the military and given power to decidm targets and acceptable collateral damageven in

violation of international humanitarian laws. Most legal systems are not set up to punish robots or
otherwise hold them accountable for wrongdoing.

What about voting?

Granting voting rights to systentisat can copy themselves would render humans' votes
meaningless. Even without taking that significant step, though, the possibilitycoinétblled
corporations with basic human rights poses serious dangers. No current laws would prevent a
malevolent Alfom operating a corporation that worked to subjugate or exterminate
humanitythrough legal means and politcal influence. Computezontrolled companies could turn
out to be less responsive to public opinion or protests than humemfirms are.

Immortal wealth

Two other aspects of corporations make people even more vulnerable to Al systems with human
legal righs: They don't die, and they can give unlimited amounts of money to political candidates
and groups.

Artificial intelligences could earn money by exploiting workers, using algorithprécto goods

and manage investments, and find new ways tautomate key business processes. Over long
periods of time, that couléhdd up to enormous earnings —which would never be split up among
descendants. That wealth could easilydomverted into political power.

Politicians financially backed by algorithmic entities would be able to take on legislative bodies,
impeach presidents and help to get figheads appointed to the Supreme Court. Those human
figureheads could be used to expand corporate rights or even establish new rights specific

to artificial intelligence systems —expanding the threats to humanity even morg3]
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A new brain -inspired architecture could improve how computers

handle data and advance Al

IBM researchers are developing a new computer architecture, better equipped to handle increased
data loads fronartificial intelligence. Their designs draw on concepts from the human brain and
significantly outperform conventional computers in comparative studies. They report on their
recent findings in thdournal of Applied Physics

Today's computers are built dhe von Neumann architecture, developed in the 1940s. Von
Neumann computing systems feature a central processer that executes logic and arithmetic, a
memory unit, storage, and input and output devices. Unlike the stovepipe components in
conventional compudrs, the authors propose that brainspired computers could have coexisting
processing and memory units.

Abu Sebastian, an author on the paper, explained that executing cedaiputational tasks in
the computer's memory would increase the system's efficiency and save energy.

"If you look at human beings, we compute with 20 to 30 watts of power, whereas Al today is based
on supercomputers which run on kilowatts or megawatts of power," Sebastidn"s#athe brain,
synapses are both computing and storing information. In a new architecture, going beyond von
Neumann, memory has to play a more active role in computing."”

The IBM team drew on three different levels of inspiration from the brain. Taeldvel exploits a
memorydevice's state dynamics to perform computational tasks in the memory itself, similar to
how the brain's memory and processing arelecated. The second level draws on the brain's
syraptic network structures as inspiration for arrays of phase change memory (PCM) devices to
accelerate training for deep neural networks. Lastly, the dynamic and stochastic nature of neurons
and synapses inspired the team to create a powerful computatismasgtrate for spiking neural
networks.

Phase change memory is a nanoscale memory device built from compounds of Ge, Te and Sb
sandwiched between electrodes. These compounds exhibit different electrical properties
depending on their atomic arrangement. Fexample, in a disordered phase, these materials
exhibit high resistivity, whereas in a crystalline phase they show low resistivity.

By applying electrical pulses, the researchers modulated the ratio of material in the crystalline and
the amorphous phase®gthe phase change memory devices could support a continuum of
electrical resistance or conductance. This analog storage better resembles nonbinary, biological
synapses and enables more information to be stored in a single nanoscale device.

Sebastian andib IBM colleagues have encountered surprising results in their comparative studies

on the efficiency of these proposed systems. "We always expected these systems to be much better
than conventional computing systems in some tasks, but we were surprisednacty more

efficient some of these approaches were."

Last year, they ran an unsupervised machine learning algorithm on a convertiomaliter and a
prototype computational memory platform based phase changememory devices. "We could
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achieve 200 times faster performance in thigase change memory computing syeems as
opposed to conventional computing systems." Sebastian said. "We always knew they would be
efficient, but we didn't expect them to outperform by this much." The team continues to build
prototype chips and systems based on braispired conceptg22]

A new brain -inspired computer takes us one step closer to simulating

brain neural networks in real -time

A computer built to mimic the brain's neural networks produces similar results to that of the best
brain-simulation supercomputesoftware currently used for neuraignaling research, finds a new
study published in the opeaccess journdfrontiers in Neuroscienc&ested for accuracy, speed

and energy efficiency, this custebuilt computer named SpiNNaker, has the potential to ceene

the speed and power consumption problems of conventional supercomputers. The aim is to
advance our knowledge of neural processing in the brain, to include learning and disorders such as
epilepsy and Alzheimer's disease.

"SpiNNaker can support detaildéiblogical models of the cortexthe outer layer of the brain that
receives and processes information from the sersdslivering results very similar to those from

an equivalent supercomputer software simulation,” says Dr. Sacha van Albada, lead adili®r of
study and leader of the Theoretical Neuroanatomy group at the Jilich Research Centre, Germany.
"The ability to run largecale detailed neural networks quickly and at low power consumption will
advance robotics research and facilitate studies on learand brain disorders."

Thehuman brain is extremely complex, comprising 100 billion interconnected brain cells. We
understand how individual neurons and their components behave and communicate with each
other and on the larger scale, which areas of the brain are used for sensory perception, action and
cognition. However, we know less about the translation of neural activity into behavior, such as
turning thought into muscle movement.

Supercomputer softwi@ has helped by simulating the exchange of signals between neurons, but
even the best software run on the fastest supercomputers to date can only simulate 1% of the
human brain.

"It is presently unclear which computer architecture is best suited to siuyle-brain networks
efficiently. The European Human Brain Project and Jilich Research Centre have performed
extensive research to identify the best strategy for this highly complex problem. Today's
supercomputers require several minutes to simulate ongosel of real time, so studies on

processes like learning, which take hours and days in real time are currently out of reach." explains
Professor Markus Diesmann,-aathor, head of the Computational and Systems Neuroscience
department at the Jilich ResearCentre.

He continues, "There is a huge gap between the energy consumption of the brain and today's
supercomputers. Neuromorphic (brainspired) computing allows us to investigate how close we
can get to the energy efficiency of the brain using electrsfii
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Developed over the past 15 years and based on the structure and function of the human brain,
SpiNNakerpart of the Neuromorphic Computing Platform of the Human Brain Prejeca
custombuilt computer composed of half a million of simple computingredats controlled by its
own software. The researchers compared the accuracy, speedrardy efficiency of SpiNNaker
with that of NESTFa specialissupercomputer software currently in use fdorain neuron-signaling
research.

"The simulations run on NEST and SpiNNaker showed very similar results,” repegts 8ber, co

author and Professor of Computer Engineering at the University of Manchester, UK. "This is the first
time such a detailed simulation of the cortex has been run on SpiNNaker, or on any neuromorphic
platform. SpiNNaker comprises 600 circuitbas incorporating over 500,000 small processors in

total. The simulation described in this study used just six beaid$ of the total capability of the
machine. The findings from our research will improveghé&ware to reduce this to a single

board."

Van Albada shares her future aspirations for SpiNNaker, "We hope for increasingly latgaeeal
simulations with these neuromorphic computing systems. In the Human Brain Project, we already
work with neuroroloticists who hope to use them for robotic controf21]

Are we quantum computers? International collaboration will

investigate the brain's potential for quantum computation

Much has been made of quantum computing processes using ultracold atomsremnd io
superconducting junctions and defects in diamonds, but could we be performing them in our own
brains?

It's a question UC Santa Barbara theoretical physitagthew Fisher has been asking for years.
Now, & scientific director of the new Quantum Brain Project (QuBrain), he is seeking to put this
inquiry through rigorous experimental tests.

"Might we, ourselves, bguantum computers, rather than just clever rotowho are designing and
building quantum computers?" Fisher asks.

Some functions thérain performs continue to elude neuroscieneghe substrate that "holds" very
longterm memories and how it operates, for arple. Quantum mechanics, which deals with the
behavior of nature at atomic and subatomic levels, may be able to unlock some clues. And that in
turn could have major implications on many levels, from quantum computing and materials
sciences to biology, mealthealth and even what it is to be human.

The idea ofjuantum computing in our brains is not a new one. In fact, it has been making the
rounds for a while with some scientists, as well as those legh scientific leanings. But Fisher, a
world-renowned expert in the field of quantum mechanics, has identified a pregisel unique—
set of biological components and key mechanisms that could provide the basis for quantum
processing in the brain. With $million in grant funding over three years from the HeisBignons
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Foundation, Fisher will launch the QuBrain collaboration at UCSB. Composed of an international
team of leading scientists spanning quantum physics, molecular biology, biochemistry, colloid
science and behavioral neuroscience, the project will seek explicit experimental evidence to answer
whether we might in fact be quantum computers.

"We are extremely grateful to the Heisk®mons Foundation for the bold vision in granting this
project atthe very frontier of quantumand neuroscience,” said UC Santa Barbara Chancellor Henry
T. Yang. "Professor Matthew Fisher is an exceptional quantum physicist as evidenced by the Oliver
E. Buckley Prize he shared in 2015 for his research on quantum paasiians. Now he is

stepping out of his traditional theoretical research framework, assembling an international team of
experts to develop an experimentally based research program that will determine if quantum
processes exist in the brain. Their resémacould shed new light on how the brain works, which

might lead to novel mental health treatment protocols. As such, we eagerly anticipate the results of
QuBrain's collaborative research endeavors in the years to come."

"If the question of whether quanturprocesses take place in the brain is answered in the

affirmative, it could revolutionize our understanding and treatment of brain function and human
cognition," said Matt Helgeson, a UCSB professor of chemical engineering and associate director at
QuBrain.

Biochemical Qubits

The hallmarks of quantum computers lie in the behaviors of the infinitesimal systems of atoms and
ions, which can manifest "qubits” (e.g. "spins") that exhibit quantum entanglement. Multiple qubits
can form networks that encode, stored transmit information, analogous to the digital bits in a
conventional computer. In the quantum computers we are trying to build, these effects are
generated and maintained in highly controlled and isolated environments and at low temperatures.
So the wam, wet brain is not considered a conducive environment to exhibit quantum effects as
they should be easily "washed out" by the thermal motion of atoms and molecules.

However, Fisher asserts that nuclear spins (at the core of the atom, rather than tloeisdimg
electrons) provide an exception to the rule.

"Extremely weliisolated nuclear spins can ster@nd perhaps processquantum information on
human time scales of hours or longer," he said. Fisher posits that phosphorus-atoraof the
mostabundant elements in the boeyhave the requisite nuclear spin that could serve as a
biochemical qubit. One of the experimental thrusts of the collaboration will be to monitor the
guantum properties of phosphorus atoms, particularly entanglement betweenpfwasphorus
nuclear spins when bonded together in a molecule undergoing biochemical processes.

Meanwhile, Helgeson and Alexej Jerschow, a professor of chemistry at New York University, will
investigate the dynamics and nuclear spin of Posner moleetdpheically shaped calcium
phosphate nanelusters—and whether they have the ability to protect the nuclear spins of the
phosphorus atom qubits, which could promote the storage of quantum information. They will also
explore the potential for nofiocal quantumnformation processing that could be enabled by pair
binding and disassociation of Posner molecules.



Entangled Neurons

In another set of experiments, Tobias Fromme, a scientist at the Technical University of Munich, will
study the potential contribution ofitochondria to entanglement and their quantum coupling to
neurons. He will determine if these cellular organellessponsible for functions such as

metabolism and cell signalirgcan transport Posner molecules within and between neurons via

their tubularnetworks. Fusing and fissioning of mitochondria could allow for establishment ef non
local intra and intercellular quantum entanglement. Subsequent disassociation of Posner molecules
could trigger release of calcium, correlated across the mitochondrialar&, activating

neurotransmitter release and subsequent synaptic firing across what would essentially be a
guantum coupled network of neurorsa phenomena that Fromme will seek to emulate in vitro.

The possibility of cognitive nucleapin processing camnte Fisher in part through studies

performed in the 1980s that reported a remarkable lithium isotope dependence on the behavior of
mother rats. Though given the same element, their behavior changed dramatically depending on
the number of neutrons in thethium nuclei. What to most people would be a negligible difference
was to a quantum physicist like Fisher a fundamentally significant disparity, suggesting the
importance ofnuclear spins. Aaron Ettenbay, UCSB Distinguished Professor of Psychological &
Brain Sciences, will lead investigations that seek to replicate and extend these lithium isotope
experiments.

"However likely you judge Matthew Fisher's hypothesis, by testing it through QuBrain's
collaboative research approach we will explore neuronal function with stdtthe-art technology
from completely new angles and with enormous potential for discovery,” said Fromme. Similarly,
according to Helgeson, the research conducted by QuBrain has thetiabfen breakthroughs in

the fields of biomaterials, biochemical catalysisantum entanglement in solution chemistry and
mood disorders in humans, regardless of whether or not quantum procésdesd take place in

the brain.[20]

Dissecting artificial intelligence to better understand the human brain

In the natural world, intelligence takes many forms. It could be a bat using echolocation to expertly
navigate in the dark, or an octopgsickly adapting its behavior to survive in the deep ocean.
Likewise, in the computer science world, multiple forms of artificial intelligence are emerging
different networks each trained to excel in a different task. And as will be presented today at th
25th annual meeting of the Cognitive Neuroscience Society (CNS), cognitive neuroscientists
increasingly are using those emerging artificial networks to enhance their understanding of one of
the most elusive intelligence systems, the human brain.

"The furdamental questions cognitive neuroscientists and computer scientists seek to answer are
similar," says Aude Oliva of MIT. "They have a complex system made of compdoenise, it's
calledneurons and for the other, it's called unitsand we are doing experiments to try to

determine what those components calculate.”

In Oliva's work, which she is presenting at the CNS symposium, neuroscientists are learning much
about the role of contextual clues muman image recognition. By using "artificial neurons"
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essentially lines of code, softwaravith neuralnetworkmodels, they can parse out the various
elements that go into recognizing a specifiage or object.

"The brain is a deep and complex neural network," says Nikolaus Kriegeskorte of Columbia
University, who is chairing the symposium. "Neural network models are-brgjiired models that
are now stateof-the-art in many artificial intelligece applications, such as computer vision."

In one recent study of more than 10 million images, Oliva and colleagues taught an artificial
network to recognize 350 different places, such as a kitchen, bedroom, park, living room, etc. They
expected the netwdk to learn objects such as a bed associated with a bedroom. What they didn't
expect was that the network would learn to recognize people and animals, for example dogs at
parks and cats in living rooms.

The machinéntelligence programs learn very quickly when given lots of data, which is what

enables them to parse contextual learning at such a fine level, Oliva says. While it is not possible to
dissect human neurons at such a level, the computedel performing a similar task is entirely
transparent. Thertificial neural networks serve as "minbrains that can be studie changed,
evaluated, compared against responses given by human neural networks, so the cognitive
neuroscientists have some sort of sketch of how a real brain may function."

Indeed, Kriegeskorte says that these models have helped neuroscientists undenstarpeople

can recognize the objects around them in the blink of an eye. "This involves millions of signals
emanating from the retina, that sweep through a sequence of layers of neurons, extracting
semantic information, for example that we're lookingaastreet scene with several people and a
dog," he says. "Current neural network models can perform this kind of task using only
computations that biological neurons can perform. Moreover, these neural network models can
predict to some extent how a neurafeep in the brain will respond to any image."

Using computer science to understand the human brain is a relatively new field that is expanding
rapidly thanks to advancements in computing speed and power, along with neuroscience imaging
tools. The artificibnetworks cannot yet replicate human visual abilities, Kriegeskorte says, but by
modeling the human brain, they are furthering understanding of both cognitioneatifitial
intelligence. "It's a uniquely exciting time to be working at the intersection of neuroscience,
cognitive science, and Al," he says.

Indeed, Oliva says; "Human cognitive and computational neuroscience isgadagng area of
research, and knowledge about how theman brain is able to see, hear, feel, think, remember,
and predict is mandatory to develop better diagnostic tools, to repaitattzén, andto make sure it
develops well.T19]

Army's brain -like computers moving closer to cracking codes
U.S. Army Research Laboratory scientists have discovered a way to leverage emergiliigebrain
computer architectures for an agad numbertheoretic problan known as integer factorization.
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By mimicking the brain functions of mammals in computing, Army scientists are opening up a new
solution space that moves away from traditional computing architectures and towards devices that
are able to operate within er¢me size, weight, and powerconstrained environments.

"With more computing power in the battlefield, we can process information and solve
computationallyhard problems quicker,"” said Dr. John V. "Vinnie" Monaco, an ARL computer
scientist. "Programmindhe type of devices that fit these criteria, for example, briaispired
computers, is challenging, and cracking crypto codes is just one application that shows we know
how to do this."

The problem itself can be stated in simple terms. Take a compositgeinié and express it as the
product of its prime components. Most people have completed this task at some point in grade
school, often an exercise in elementary arithmetic. For example, 55 can be expressed as 5*11 and
63 as 3*3*7. What many didn't realize they were performing a task that if completed quickly
enough for large numbers, could break much of the modern day internet.

Public key encryption is a method of secure communication used widely today, based on the RSA
algorithm developed by Rivest, $hia, and Adleman in 1978. The security of the RSA algorithm
relies on the difficulty of factoring a large composite integer N, the public key, which is distributed
by the receiver to anyone who wants to send an encrypted message. If N can be factoiigzl into
prime components, then the private key, needed to decrypt the message, can be recovered.
However, the difficulty in factoring large integers quickly becomes apparent.

As the size of N increases by a single digit, the time it would take to factotrirgyall possible
combinations of prime factors is approximately doubled. This means that if a number with ten digits
takes 1 minute to factor, a number with twenty digits will take about 17 hours and a number with
30 digits about two years, an exponaitgrowth in effort. This difficulty underlies the security of

the RSA algorithm.

Challenging this, Monaco and his colleague Dr. Manuel Vindiola, of the lab's Computational Sciences
Division, demonstrated how braiike computers lend a speedup to the currently best known
algorithms for factoring integers.

The team of researchers havewdsed a way to factor large composite integers by harnessing the
massive parallelism of novel computer architectures that mimic the functioning of the mammalian
brain. So calledeuromorphic computers operate under vastly different principles than

conventional computers, such as laptops and mobile devices, all based on an architecture described
by John von Neumann in 1945.

In the von Neumann architecture, memory is separate from the centralgssing unit, or CPU,
which must read and write to memory over a bus. This bus has a limited bandwidth, and much of
the time, the CPU is waiting to access memory, often referred to as the von Neumann bottleneck.

Neuromorphic computers, on the other hand, dot suffer from a von Neumann bottleneck. There
is no CPU, memory, or bus. Instead, they incorporate many individual computation units, much like
neurons in the brain.
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These units are connected by physical or simulated pathways for passing data anweiodpas to
synaptic connections between neurons. Many neuromorphic devices operate based on the physical
response properties of the underlying material, such as graphene lasers or magnetic tunnel
junctions. Because of this, these devices consume orderaghitude less energy than their von
Neumann counterparts and can operate on a molecular time scale. As such, any algorithm capable
of running on these devices stands to benefit from their capabilities.

The speedup acquired by the ARL researchers isatieetformulation of a method for integer
factorization with the help of a neuromorphic-@oocessor. The current fastest algorithms for
factoring integers consist primarily of two stages, sieving and a matrix reduction, and the sieving
stage comprises mosf the computational effort.

Sieving involves searching for many integers that satisfy a certain property calteddsh, integers
that don't contain a prime factor greater than B. Monaco and Vindiola were able to construct a
neural network that discows Bsmooth numbers quicker and with greater accuracy than on a von
Neumann architecture. Their algorithm leverages the massive parallelism ofibsgined

computers and the innate ability of individual neurons to perform arithmetic operations, such as
addition. As neuromorphic architectures continue to increase in size and speed, not limited by
Moore's Law, their ability to tackle larger integer factorization problems also grows. In their work,
it's estimated that 1024it keys could be broken in aboutyaar, a task once thought to be out of
reach. For comparison, the current record, a 232 decimal digit number{&8Aook about 2,000
years of computing time over the course of several years.

From a broader perspective, this discovery pushes us to guekbw a shift in computing paradigm
might affect some of our most basic security assumptions. As emerging devices shift to incorporate
massive parallelism and harness material physics to compute, the computational hardness
underlying some security protots may be challenged in ways not previously imagined. This work
also opens the door to new research areas of emerging computer architectures, in terms of
algorithm design and function representation, alongside-fmswer machine learning and artificial
intelligence applications.

"Encrypted messages in warfare often have an expiration date, when their contents beceme un
actionable," Monaco said. "There is an urgency to decrypt enemy communications, especially those
at the field level, since these expire thaickest, compared to communication at higher echelons. In
field conditions, power and connectivity are extremely limited. This is a strong motivating factor for
using a brairinspiredcomputer for such aask where conventional computers are not practical.”

[18]
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Teaching computers to guide science: Machine learning method sees

forests and trees

While it may be the era of supercomputers and "big data,” without smart methods to mine all that
data, it'sonly so much digital detritus. Now researchers at the Department of Energy's Lawrence
Berkeley National Laboratory (Berkeley Lab) and UC Berkeley have come up with a novel machine
learning method that enables scientists to derive insights from system®weiqusly intractable
complexity in record time.

In a paper published recently in tlRroceedings of the National Academy of Scie(feNa$ the
researchers describe a technique called "iterative Random Forests,"” which they say could have a
transformativeeffect on any area adcience or engineering wittcomplex systems, including

biology, precision medicine, materials science, environmental science, andfacturing, to name

a few.

"Take a human cell, for example. There ar&’4fossible molecular interactions in a single cell. That
creates considerable computing challenges in searching for relationships,” said Ben Brown, head of
Berkeley Lab's Molecul&icosystems Biology Department. "Our method enables the identification

of interactions of high order at the same computational cost as main effestsn when those
interactions are local with weak marginal effects."

Brown and Bin Yu of UC Berkeley aealsenior authors of "lterative Random Forests to Discover
Predictive and Stable Higbrder Interactions." The efirst authors are Sumanta Basu (formerly a
joint postdoc of Brown and Yu and now an assistant professor at Cornell University) and Karl
Kumbie (a Ph.D. student of Yu in the UC Berkeley Statistics Department). The paper is the
culmination of three years of work that the authors believe will transform the way science is done.
"With our method we can gain radically richer information than we'verdeen able to gain from a
learning machine,” Brown said.

The needs ofachine learning in science are different from that of industry, where machine
learning has been used for things like playingssh making setriving cars, and predicting the
stock market.

"The machine learning developed by industry is great if you want to defféghiency trading on
the stock market," Brown said. "You don'tagce why you're able to predict the stock will go up or
down. You just want to know that you can make the predictions."

But in science, questions surrounding why a process behaves in certain ways are critical.
Understanding "why" allows scientists to modeleven engineer processes to improve or attain a
desired outcome. As a result, machine learning for science needs to peer inside the black box and
understand why and how computers reached the conclusions they reached. Aelomgoal is to

use this kindbf information to model or engineer systems to obtain desired outcomes.

In highly complex systemsvhether it's a single cell, the human body, or even an entire ecosystem
there are a large number of variables interacting in nonlinear ways. That mak#gitlt if not
impossible to build a model that can determine cause and effect. "Unfortunately, in biology, you
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come across interactions of order 30, 40, 60 all the time," Brown said. "It's completely intractable
with traditional approaches to statistitlearning."

The method developed by the team led by Brown and Yu, iterative Random Forests (iRF), builds on
an algorithm called random forests, a popular and effective predictive modeling tool, translating the
internal states of the black box learnerad humaninterpretable form. Their approach allows
researchers to search for complex interactions by decoupling the order, or size, of interactions from
the computational cost of identification.

"There is no difference in the computational cost of detegtan interaction of order 30 versus an
interaction of order two," Brown said. "And that's a sea change."

In the PNAS paper, the scientists demonstrated their method on two genomics problems, the role of
gene enhancers in the fruit fly embryo and altermatsplicing in a humaderived cell line. In both

cases, using iRF confirmed previous findings while also uncovering previously unidentified higher
order interactions for followup study.

Brown said they're now using their method for designing phased &gy systems and optimizing
sustainable agriculture systems.

"We believe this is a different paradigm for doing science," said Yu, a professor in the departments
of Statistics and Electrical Engineering & Computer Science at UC Berkeley. "We do prédittio

we introduce stability on top of prediction in iRF to more reliably learn the underlying structure in
the predictors.”

"This enables us to learn how to engineer systems for-goahted optimization and more
accurately targeted simulations and fmN-up experiments,” Brown added.

In aPNAS commentary on the technique, Danielle Denisko and Michael Hoffman of the University
of Toronto wrote: "iRF holds much promise as a new and effective wagtefting interactions in a
variety of settings, and its use will help us ensure no branch or leaf is ever left unturheld."

Rise of the quantum thinking machines
Quantum computers can be made to utilize effects such as quantum coherence and emteang|
to accelerate machine learning.

Although we typically view information as being an abstract or virtual entity, information, of
course, must be stored in a physical medium. Information processing devices such as computers
and phones are therefore fundamentally governed by the laws ofipbyk this way, the
fundamental physical limits of an agent's ability to learn are governed by the laws of physics. The
best known theory of physics is quantum theory, which ultimately must be used to determine the
absolute physical limits of a machinasility to learn.

A quantum algorithm is a stepwise procedure performed on a quantum computer to solve a
problem such as searching a database. Quantum machine learning software makes use of quantum


https://doi.org/10.1073/pnas.1800256115

algorithms to process information in ways that classtcehputers cannot. These quantum effects
open up exciting new avenues which can, in principle, outperform the best known classical
algorithms when solving certain machine learning problems. This is known as quantum enhanced
machine learning.

Machine learing methods use mathematical algorithms to search for certain patterns in large data
sets. Machine learning is widely used in biotechnology, pharmaceuticals, particle physics and many
other fields. Thanks to the ability to adapt to new data, machine legrgreatly exceeds the ability

of people. Despite this, machine learning cannot cope with certain difficult tasks.

Quantum enhancement is predicted to be possible for a host of machine learning tasks, ranging
from optimization to quantum enhanced deep taeang.

In the new paper published in Nature, a group of scientists led by Skoltech Associate Professor
Jacob Biamonte produced a feasibility analysis outlining what steps can be taken for practical
quantum enhanced machine learning.

The prospects of usinquantum computers to accelerate machine learning has generated recent
excitement due to the increasing capabilities of quantum computers. This includes a commercially
available 2000 spin quantum accelerated annealing by the Caeskd company Wave

Systems Inc. and a 16 qubit universal quantum processor by IBM which is accessible via a (currently
free) cloud service.

The availability of these devices has led to increased interest from the machine learning
community. The interest comes as a bit of adhto the traditional quantum physics community,

in which researchers have thought that the primary applications of quantum computers would be
using quantum computers to simulate chemical physics, which can be used in the pharmaceutical
industry for drugdiscovery. However, certain quantum systems can be mapped to certain machine
learning models, particularly deep learning models. Quantum machine learning can be used to
work in tandem with these existing methods for quantum chemical emulation, leadingeto e

greater capabilities for a new era of quantum technology.

"Early on, the team burned the midnight oil over Skype, debating what the field everauas
synthesis will hopefully solidify topical importance. We submitted our draft to Nature, going
forward subject to significant changes. All in all, we ended up writing three versions over eight
months with nothing more than the title in common," said lead study author Biamonte. [16]

A Machine Learning Systems That Called Neural Networks Perform

Tasks by Analyzing Huge Volumes of Data

Neural networks learn how to carry out certain tasks by analyzing large amounts of data displayed
to them. These machine learning systems continually learn and readjust to be able to carry out the
task set out before them. UWterstanding how neural networks work helps researchers to develop
better applications and uses for them.

At the 2017 Conference on Empirical Methods on Natural Language Processing earlier this month,
MIT researchers demonstrated a new gengraipose teclmique for making sense of neural



networks that are able to carry out natural language processing tasks where they attempt to
extract data written in normal text opposed to something of a structured language like database
query language.

The new techniquevorks great in any system that reads the text as input and produces symbols as

the output. One such example of this can be seen in an automatic translator. It works without the

need to access any underlying software too. Tommi Jaakkola is Professatot&|Engineering

and Computer Science at MIT and one of the author :
simple randomization. And what you are predicting is now a more complex object, like a sentence,

so what does it mean to give an explanation?”

As part of the research, Jaakkola, and colleague David Alvaks, an MIT graduate student in

electrical engineering and computer science and first author on the paper, used ebbacleural

net in which to generate test sentences to feed bkacdkneural nets. The duo began by teaching

the network to compress and decompress natural sentences. As the training continues the

encoder and decoder get evaluated simultaneously
mat ches up witpht t he encoder’ s in

Neural nets work on probabilities. For example, an objecbgnition system could be fed an

image of a cat, and it would process that image as it saying 75 percent probability of being a cat,

while still having a 208 Alpngwith that samelinep Jaakhola dandt y t hat i
AlvarezMe | i s’ sentence compressing network has altern
sentence along with the probability that each is correct. So, once the system has generated a list of
closelyrelat d s ent ences t he yboxnatural language forecdssar. dhisaherb | a ¢ k

allows the researchers to analyze and determine which inputs have an effect on which outputs.

During the research, the pair applied this technique to three different tyesnatural language
processing system. The first one inferred the way in which words were pronounced; the second
was a set of translators, and the third was a simple computer dialogue system which tried to
provide adequate responses to questions or reksarln looking at the results, it was clear and
pretty obvious that the translation systems had strong dependencies on individual words of both
the input and output sentences. A little more surprising, however, was the identification of gender
biases inlie texts on which the machine translation systems were trained. The dialogue system
was too small to take advantage of the training set.

“The other experiment we deMeild si.n “fllfawmd shyasvtee ms b’
model that is not doig a good job, can you first use this kind of approach to identify problems? A

motivating application of this kind of interpretability is to fix systems, to improve systems, by

under standing what they’ re getting wrong and why.

;

Active machine learnin g for the discovery and crystallization of gigantic

polyoxometalate molecules

Who is the better experimentalist, a human or a robot? When it comes to exploring synthetic and
crystallization conditions for inorganic gigantic molecules, actively learnichinmes are clearly

ahead, as demonstrated by British Scientists in an experiment with polyoxometalates published in
the journal Angewandte Chemie.



Polyoxometalates form through sedssembly of a large number of metal atoms bridged by oxygen
atoms. Potenial uses include catalysis, electronics, and medicine. Insights into the self
organization processes could also be of use in developing functional chemical systems like
"molecular machines".

Polyoxometalates offer a nearly unlimited variety of structuidswever, it is not easy to find new
ones, because the aggregation of complex inorganic molecules to gigantic molecules is a process
that is difficult to predict. It is necessary to find conditions under which the building blocks
aggregate and then alsoystallize, so that they can be characterized.

A team led by Leroy Cronin at the University of Glasgow (UK) has now developed a new approach
to define the range of suitable conditions for the synthesis and crystallizatipalpgbxometalates.

It is based on recent advances in machine learning, known as active learning. They allowed their
trained machine to compete against the intuition of experienced experimenters. The test example
was Na(6)[Mo(120)Ce(6)O(366)H(12)(H(2)0)(Z8) H(2)O, a new, rirghaped polyoxometalate
cluster that was recently discovered by the researchers’ automated chemical robot.

In the experiment, the relative quantities of the three necessary reagent solutions were to be
varied while the protocol wastherwise prescribed. The starting point was a set of data from
successful and unsuccessful crystallization experiments. The aim was to plan ten experiments and
then use the results from these to proceed to the next set of ten experimeamtstal of one

hundred crystallization attempts.

Although the fleskand-blood experimenters were able to produce more successful crystallizations,
the far more "adventurous” machine algorithm was superior on balance because it covered a
significantly broader domain ohe "crystallization space”. The quality of the prediction of whether

an experiment would lead to crystallization was improved significantly more by the machine than
the human experimenters. A series of 100 purely random experiments resulted in no impnaveme

In addition, the machine discovered a range of conditions that led to crystals which would not have
been expected based on pure intuition. This "unbiased" automated method makes the discovery of
novel compounds more probably than reliance on humaniiin. The researchers are now

looking for ways to make especially efficient "teams" of man and machine. [14]

Using machine learning to understand materials

Whether you realize it or not, machine learning is making your online experience more efficient.
The technology, designed by computer scientists, is used to better understand, analyze, and
categorize data. When you tag your friend on Facebook, clear your spam filter, or click on a
suggested YouTube video, you're benefitting from machine learningitignsr:.

Machine learning algorithms are designed to improve as they encounter more data, making them a
versatile technology for understanding large sets of photos such as those accessible from Google
Images. Elizabeth Holm, professor of materials sciendesagineering at Carnegie Mellon

University, is leveraging this technology to better understand the enormous number of research
images accumulated in the field of materials science. This unique application is an interdisciplinary
approach to machine leaimg that hasn't been explored before.



"Just like you might search for cute cat pictures on the internet, or Facebook recognizes the faces
of your friends, we are creating a system that allows a computer to automatically understand the
visual data of mateals science," explains Holm.

The field of materials science usually relies on human experts to identify research images by hand.
Using machine learning algorithms, Holm and her group have created a system that automatically
recognizes and categorizes maistructural images of materials. Her goal is to make it more

efficient for materials scientists to search, sort, classify, and identify important information in their
visual data.

"In materials science, one of our fundamental data is pictures," exgtim. "Images contain
information that we recognize, even when we find it difficult to quantify numerically."

Holm's machine learning system has several different applications within the materials science field
including research, industry, publishingdeacademia. For example, the system could be used to
create a visual search of a scientific journal archives so that a researcher could find out whether a
similar image had ever been published. Similarly, the system can be used to automatically search
andcategorize image archives in industries or research labs. "Big companies can have archives of
600,000 or more research images. No one wants to look through those, but they want to use that
data to better understand their products," explains Holm. "Thisesyshas the power to unlock

those archives."

Holm and her group have been working on this research for about three years and are continuing
to grow the project, especially as it relates to the metd printing field. For example, they are
beginning to ompile a database of experimental and simulated metal powder micrographs in
order to better understand what types of raw materials are best suited fDrBinting processes.

Holm published an article about this research in the December 2015 issue ofiGbimmal
Materials Science titled "A computer vision approach for automated analysis and classification of
microstructural image data." [13]

Artificial intelligence helps in the discovery of new materials

With the help of artificial intelligence, chertéfrom the University of Basel in Switzerland have
computed the characteristics of about two million crystals made up of four chemical elements. The
researchers were able to identify 90 previously unknown thermodynamically stable crystals that
can be regaded as new materials.

They report on their findings in the scientific journal Physical Review Letters.

Elpasolite is a glassy, transparent, shiny and soft mineral with a cubic crystal structure. First
discovered in El Paso County (Colorado, USA); tilsa be found in the Rocky Mountains, Virginia
and the Apennines (ltaly). In experimental databases, elpasolite is one of the most frequently
found quaternary crystals (crystals made up of four chemical elements). Depending on its
composition, it can ba metallic conductor, a sersbnductor or an insulator, and may also emit
light when exposed to radiation.



These characteristics make elpasolite an interesting candidate for use in scintillators (certain
aspects of which can already be demonstrated) atitoapplications. Its chemical complexity
means that, mathematically speaking, it is practically impossible to use quantum mechanics to
predict every theoretically viable combination of the four elements in the structure of elpasolite.

Machine learning a ids statistical analysis

Thanks to modern artificial intelligence, Felix Faber, a doctoral student in Prof. Anatole von
Lilienfeld's group at the University of Basel's Department of Chemistry, has now succeeded in
solving this material design problem.ggjrusing quantum mechanics, he generated predictions for
thousands of elpasolite crystals with randomly determined chemical compositions. He then used
the results to train statistical machine learning models (ML models). The improved algorithmic
strategyachieved a predictive accuracy equivalent to that of standard quantum mechanical
approaches.

ML models have the advantage of being several orders of magnitude quicker than corresponding
quantum mechanical calculations. Within a day, the ML model was@lpieedict the formation
energy—an indicator of chemical stabilityof all two million elpasolite crystals that theoretically

can be obtained from the main group elements of the periodic table. In contrast, performance of
the calculations by quantum meanical means would have taken a supercomputer more than 20
million hours.

Unknown materials with interesting characteristics

An analysis of the characteristics computed by the model offers new insights into this class of
materials. The researchers were able to detect basic trends in formation energy and identify 90
previously unknown crystals that should be thermodynamicallgletaaccording to quantum
mechanical predictions.

On the basis of these potential characteristics, elpasolite has been entered into the Materials
Project material database, which plays a key role in the Materials Genome Initiative. The initiative
was laurched by the US government in 2011 with the aim of using computational support to
accelerate the discovery and the experimental synthesis of interesting new materials.

Some of the newly discovered elpasolite crystals display exotic electronic charaztexisdi

unusual compositions. "The combination of artificial intelligence, big data, quantum mechanics and
supercomputing opens up promising new avenues for deepening our understanding of materials
and discovering new ones that we would not consider if @leed solely on human intuition," says
study director von Lilienfeld. [12]

Physicists are putting themselves out of a job, using artificial

intelligence to run a complex experiment

The experiment, developed by physicists from The Australian National University (ANU) and UNSW
ADFA, created an extremely cold gas trapped in a laser beam, known as&iBsiea

condensate, replicating the experiment that won the 2001 Nobel Prize.



"l didn't expect the machine could learn to do the experiment itself, from scratch, in under an
hour," said cdead researcher Paul Wigley from the ANU Research School of Physics and
Engineering.

"A simple computer program would have taken longer than theafghe Universe to run through
all the combinations and work this out.”

BoseEinstein condensates are some of the coldest places in the Universe, far colder than outer
space, typically less than a billionth of a degree above absolute zero.

They could beised for mineral exploration or navigation systems as they are extremely sensitive to
external disturbances, which allows them to make very precise measurements such as tiny changes
in the Earth's magnetic field or gravity.

The artificial intelligence syem's ability to set itself up quickly every morning and compensate for
any overnight fluctuations would make this fragile technology much more useful for field
measurements, said eéead researcher Dr Michael Hush from UNSW ADFA.

"You could make a workd device to measure gravity that you could take in the back of a car, and
the artificial intelligence would recalibrate and fix itself no matter what," he said.

"It's cheaper than taking a physicist everywhere with you."

The team cooled the gas to aradii microkelvin, and then handed control of the three laser
beams over to the artificial intelligence to cool the trapped gas down to nanokelvin.

Researchers were surprised by the methods the system came up with to ramp down the power of
the lasers.

"It did things a person wouldn't guess, such as changing one laser's power up and down, and
compensating with another,"” said Mr Wigley.

"It may be able to come up with complicated ways humans haven't thought of to get experiments
colder and make measurementsore precise.

The new technique will lead to bigger and better experiments, said Dr Hush.

"Next we plan to employ the artificial intelligence to build an even larger {Eirs&tein condensate
faster than we've seen ever before," he said.

The research igublished in the Nature group journal Scientific Reports. [11]

Quantum experiments designed by machines

The idea was developed when the physicists wanted to create new quantum states in the
laboratory, but were unable to conceive of methods to do sotéinany unsuccessful attempts
to come up with an experimental implementation, we came to the conclusion that our intuition
about these phenomena seems to be wrong. We realized that in the end we were just trying
random arrangements of quantum building bks. And that is what a computer can do as well



but thousands of times faster", explains Mario Krenn, PhD student in Anton Zeilinger's group and
first author research.

After a few hours of calculation, their algorithhwhich they call Melvin found the recipe to the
guestion they were unable to solve, and its structure surprised them. Zeilinger says: "Suppose | want
build an experiment realizing a specific quantum state | am interested in. Then humans intuitively
consider setups reflecting the symmaetsi of the state. Yet Melvin found out that the most simple
realization can be asymmetric and therefore counterintuitive. A human would probably never come
up with that solution.”

The physicists applied the idea to several other questions and got dozens of new and surprising
answers. "The solutions are difficult to understand, but we were able to extract some new
experimental tricks we have not thought of before. Some of these coenglesigned experiments
are being built at the moment in our laboratories”, says Krenn.

Melvin not only tries random arrangements of experimental components, but also learns from
previous successful attempts, which significantly speeds up the discaterfor more complex
solutions. In the future, the authors want to apply their algorithm to even more general questions
in quantum physics, and hope it helps to investigate new phenomena in laboratories. [10]

Moving electrons around loops with light: Aqu antum device based on

geometry

Researchers at the University of Chicago's Institute for Molecular Engineering and the University of
Konstanz have demonstrated the ability to generate a quantum logic operation, or rotation of the
qubit, that- surprisingly—is intrinsically resilient to noise as well as to variations in the strength or
duration of the control. Their achievement is based on a geometric concept known as the Berry
phase and is implemented through entirely optical means within a single electspimi in

diamond.

Their findings were published online Feb. 15, 2016, in Nature Photonics and will appear in the
March print issue. "We tend to view quantum operations as very fragile and susceptible to noise,
especially when compared to conventionala@fenics,” remarked David Awschalom, the Liew
Family Professor of Molecular Engineering and senior scientist at Argonne National Laboratory,
who led the research. "In contrast, our approach shows incredible resilience to external influences
and fulfills akey requirement for any practical quantum technology."

Quantum geometry

When a quantum mechanical object, such as an electron, is cycled along some loop, it retains a
memory of the path that it travelled, the Berry phase. To better understand this cortbep

Foucault pendulum, a common staple of science museums helps to give some intuition. A
pendulum, like those in a grandfather clock, typically oscillates back and forth within a fixed plane.
However, a Foucault pendulum oscillates along a plane ttzatuglly rotates over the course of a

day due to Earth's rotation, and in turn knocks over a series of pins encircling the pendulum.

The number of knockedver pins is a direct measure of the total angular shift of the pendulum's
oscillation plane, its apired geometric phase. Essentially, this shift is directly related to the



location of the pendulum on Earth's surface as the rotation of Earth transports the pendulum along
a specific closed path, its circle of latitude. While this angular shift depentteeqarticular path
traveled, Awschalom said, it remarkably does not depend on the rotational speed of Earth or the
oscillation frequency of the pendulum.

"Likewise, the Berry phase is a similar pdépendent rotation of the internal state of a quantum
system, and it shows promise in quantum information processing as a robust means to manipulate
qubit states," he said.

A light touch

In this experiment, the researchers manipulated the Berry phase of a quantum state within a
nitrogenvacancy (NV) centean atomiescale defect in diamond. Over the past decade and a half,
its electronic spin state has garnered great interest as a potential qubit. In their experiments, the
team members developed a method with which to draw paths for this defect's spiarling the
applied laser light. To demonstrate Berry phase, they traced loops similar to that of a tangerine
slice within the quantum space of all of the potential combinations of spin states.

"Essentially, the area of the tangerine slice's peel that vesvddictated the amount of Berry phase
that we were able to accumulate,” said Christopher Yale, a postdoctoral scholar in Awschalom's
laboratory, and one of the elead authors of the project.

This approach using laser light to fully control the pathhef ¢lectronic spin is in contrast to more
common techniques that control the NV center spin, through the application of microwave fields.
Such an approach may one day be useful in developing photonic networks of these defects, linked
and controlled entirg} by light, as a way to both process and transmit quantum information.

A noisy path

A key feature of Berry phase that makes it a robust quantum logic operation is its resilience to
noise sources. To test the robustness of their Berry phase operatiansesiearchers intentionally
added noise to the laser light controlling the path. As a result, the spin state would travel along its
intended path in an erratic fashion.

However, as long as the total area of the path remained the same, so did the Baggy thiat they
measured.

"In particular, we found the Berry phase to be insensitive to fluctuations in the intensity of the
laser. Noise like this is normally a bane for quantum control," said Brian Zhou, a postdoctoral
scholar in the group, and dead auhor.

"Imagine you're hiking along the shore of a lake, and even though you continually leave the path to
go take pictures, you eventually finish hiking around the lake," said F. Joseph Hererdaas, co
author, and now a staff scientist at Argonne Natibhaboratory. "You've still hiked the entire loop
regardless of the bizarre path you took, and so the area enclosed remains virtually the same."

These optically controlled Berry phases within diamond suggest a route toward robust and
faulttolerant quantum information processing, noted Guido Burkard, professor of physics at the
University of Konstanz and theory collaborator on the project.



"Though its technological applications are still nascent, Berry phases have a rich underlying
mathematical frameworkhat makes them a fascinating area of study," Burkard said. [9]

Researchers demonstrate 'quantum surrealism'’

In a new version of an old experiment, CIFAR Senior Fellow Aephraim Steinberg (University of
Toronto) and colleagues tracked the trajectoriephbtons as the particles traced a path through
one of two slits and onto a screen. But the researchers went further, and observed the "nonlocal”
influence of another photon that the first photon had been entangled with.

The results counter a lorgtanding criticism of an interpretation of quantum mechanics called the
De BroglieBohm theory. Detractors of this interpretation had faulted it for failing to explain the
behaviour of entangled photons realistically. For Stefgbéhe results are important because they
give us a way of visualizing quantum mechanics that's just as valid as the standard interpretation,
and perhaps more intuitive.

"I'm less interested in focusing on the philosophical question of what's 'realiyhete. | think the
fruitful question is more down to earth. Rather than thinking about different metaphysical
interpretations, | would phrase it in terms of having different pictures. Different pictures can be
useful. They can help shape better intuitioh

At stake is what is "really" happening at the quantum level. The uncertainty principle tells us that
we can never know both a particle's position and momentum with complete certainty. And when
we do interact with a quantum system, for instance by meam) it, we disturb the system. So if

we fire a photon at a screen and want to know where it will hit, we'll never know for sure exactly
where it will hit or what path it will take to get there.

The standard interpretation of quantum mechanics holds th& uncertainty means that there is

no "real” trajectory between the light source and the screen. The best we can do is to calculate a
"wave function” that shows the odds of the photon being in any one place at any time, but won't
tell us where it is uritwe make a measurement.

Yet another interpretation, called the De BrogBehm theory, says that the photons do have real
trajectories that are guided by a "pilot wave" that accompanies the particle. The wave is still
probabilistic, but the particle tads a real trajectory from source to target. It doesn't simply
"collapse” into a particular location once it's measured.

In 2011 Steinberg and his colleagues showed that they could follow trajectories for photons by
subjecting many identical particles toemsurements so weak that the particles were barely
disturbed, and then averaging out the information. This method showed trajectories that looked
similar to classical onesay, those of balls flying through the air.

But critics had pointed out a problewith this viewpoint. Quantum mechanics also tells us that

two particles can be entangled, so that a measurement of one particle affects the other. The critics
complained that in some cases, a measurement of one particle would lead to an incorrect
prediction of the trajectory of the entangled particle. They coined the term "surreal trajectories" to
describe them.



In the most recent experiment, Steinberg and colleagues showed that the surrealism was a
consequence of notocality - the fact that the particle were able to influence one another
instantaneously at a distance. In fact, the "incorrect" predictions of trajectories by the entangled
photon were actually a consequence of where in their course the entangled particles were
measured. Considering both iigles together, the measurements made sense and were
consistent with real trajectories.

Steinberg points out that both the standard interpretation of quantum mechanics and the De
BroglieBohm interpretation are consistent with experimental evidence, arelmathematically
equivalent. But it is helpful in some circumstances to visualize real trajectories, rather than wave
function collapses, he says. [8]

Physicists discover easy way to measure entanglement 2 on a sphere
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Entanglement on a sphere: This Bloch sphere shows entanglement forthreonet st ate p and i
radial state pc. The color on the sphere correspol

determined by the distance from the root state z, the point d&tieh there is no entanglement. The
closer to z, the less the entanglement (red); the further from z, the greater the entanglement
(blue). Credit: Regula and Adesso. ©2016 American Physical Society

Now in a new paper to be published in Physical Revievelsgttnathematical physicists Bartosz
Regula and Gerardo Adesso at The University of Nottingham have greatly simplified the problem of
measuring entanglement.

To do this, the scientists turned the difficult analytical problem into an easy geometricarl loe.
showed that, in many cases, the amount of entanglement between states corresponds to the
distance between two points on a Bloch sphere, which is basically a normal 3D sphere that
physicists use to model quantum states.



As the scientists explain, thieaditionally difficult part of the math problem is that it requires
finding the optimal decomposition of mixed states into pure states. The geometrical approach
completely eliminates this requirement by reducing the many possible ways that states could
decompose down to a single point on the sphere at which there is zero entanglement. The
approach requires that there be only one such point, or "root," of zero entanglement, prompting
the physicists to describe the method as "one root to rule them all.”

Thescientists explain that the "one root" property is common among quantum states and can be
easily verified, transforming a formidable math problem into one that is trivially easy. They
demonstrated that the new approach works for many types of-twlree- and fourqubit

entangled states.

"This method reveals an intriguing and previously unexplored connection between the quantum
features of a state and classical geometry, allowing altroo¢ states to enjoy a convenient visual
representation which consaably simplifies the study and understanding of their properties,” the
researchers explained.

The simple way of measuring a state's entanglement could have applications in many technological
areas, such as quantum cryptography, computation, and commiimicdt could also provide

insight into understanding the foundations of thermodynamics, condensed matter physics, and
biology. [7]

An idea for allowing the human eye to observe an instance of
entanglement
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Scheme of the proposal for detecting entanglement with the human eye. Credit: arXiv:1602.01907

Entanglement, is of course, where two quantum particles are intrinsically linked to the extent that
they actually share the same existence, even though theypeaseparated and moved apart. The
idea was first proposed nearly a century ago, and it has not only been proven, but researchers



routinely cause it to occur, but, to date, not one single person has every actually seen it kappen
they only know it happenBy conducting a series of experiments. It is not clear if anyone has ever
actually tried to see it happen, but in this new effort, the research trio claim to have found a way to
make it happen-if only someone else will carry out the experiment on a wilialynteer.

The idea involves using a beam splitter and two beans oHightinitial beam of coherent photons
fired at the beam splitter and a secondary beam of coherent photons that interferes with the
photons in the first beam causing a change of phé&sing the light to be reflected rather than
transmitted. In such a scenario, the secondary beam would not need to be as intense as the first,
and could in fact be just a single coherent phetdhit were entangled, it could be used to allow a
person tosee the more powerful beam while still preserving the entanglement of the original
photon.

The researchers suggest the technology to carry out such an experiment exists today, but also
acknowledge that it would take a special person to volunteer for suncassignment because to
prove that they had seen entanglement taking place would involve shooting a large number of
photons in series, into a person's eye, whereby the resolute volunteer would announce whether
they had seen the light on the order of theands of times. [6]

Quantum entanglement

Measurements of physical properties such as position, momentum, spin, polarization, etc.
performed on entangled particles are found to be appropriately correlated. For example, if a pair of
particles is generateh such a way that their total spin is known to be zero, and one particle is
found to have clockwise spin on a certain axis, then the spin of the other particle, measured on the
same axis, will be found to be counterclockwise. Because of the nature ofuspnaneasurement,
however, this behavior gives rise to effects that can appear paradoxical: any measurement of a
property of a particle can be seen as acting on that particle (e.g. by collapsing a number of
superimposed states); and in the case of entadglarticles, such action must be on the entangled
system as a whole. It thus appears that one particle of an entangled pair "knows" what
measurement has been performed on the other, and with what outcome, even though there is no
known means for such inforation to be communicated between the particles, which at the time

of measurement may be separated by arbitrarily large distances. [4]

The Bridge
The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but
the Heisener ¢ Uncertainty Relation, the wave particle ¢

the bridge between the Classical and Quantum Theories. [1]

Accelerating charges

The moving charges are self maintain the electromagnetic field locally, cabsingibvement and
this is the result of their acceleration under the force of this field. In the classical physics the
charges will distributed along the electric current so that the electric potential lowering along the



current, by linearly increasing theay they take every next time period because this accelerated
motion. The same thing happens on the atomic scale giving a dp impulse difference and a dx way
difference between the different part of the not point like particles.

Relativistic effect

Anather bridge between the classical and quantum mechanics in the realm of relativity is that the
charge distribution is lowering in the reference frame of the accelerating charges linearly: ds/dt =
at (time coordinate), but in the reference frame of the @t it is parabolic: s = a/Z {geometric
coordinate).

Heisenberg Uncertainty Relation

In the atomic scale the Heisenberg uncertainty relation gives the same result, since the moving
electron in the atom accelerating in the electric field of the prgtoausing a charge distribution on
delta x position difference and with a delta p momentum difference such a way that they product
is about the half Planck reduced constant. For the proton this delta x much less in the nucleon,
than in the orbit of the actron in the atom, the delta p is much higher because of the greater
proton mass.

This means that the electron and proton are not point like particles, but has a real charge
distribution.

Wave z Particle Duality

The accelerating electrons explains the waygarticle duality of the electrons and photons, since
the elementary charges are distributed on delta x position with delta p impulse and creating a
wave packet of the electron. The photon gives the electronetigrparticle of the mediating force
of the electrons electromagnetic field with the same distribution of wavelengths.

Atomic model

The constantly accelerating electron in the Hydrogen atom is moving on the equipotential line of
the proton and it's kietic and potential energy will be constant. Its energy will change only when it
is changing its way to another equipotential line with another value of potential energy or getting
free with enough kinetic energy. This means that the Ruther®otir atomianodel is right and

only that changing acceleration of the electric charge causes radiation, not the steady acceleration.
The steady acceleration of the charges only creates a centric parabolic steady electric field around
the charge, the magnetic field. iBhgives the magnetic moment of the atoms, summing up the

proton and electron magnetic moments caused by their circular motions and spins.



The Relativistic Bridge

Commonly accepted idea that the relativistic effect on the particle physics it is tméoies' spin
another unresolved problem in the classical concepts. If the electric charges can move only with
accelerated motions in the self maintaining electromagnetic field, once upon a time they would
reach the velocity of the electromagnetic fieldheTresolution of this problem is the spinning
particle, constantly accelerating and not reaching the velocity of light because the acceleration is
radial. One origin of the Quantum Physics is the Planck Distribution Law of the electromagnetic
oscillators giving equal intensity for 2 different wavelengths on any temperature. Any of these two
wavelengths will give equal intensity diffraction patterns, building different asymmetric
constructions, for example protorelectron structures (atoms), moleculesceSince the particles
are centers of diffraction patterns they also have particleave duality as the electromagnetic
waves have. [2]

The weak interaction

The weak interaction transforms an electric charge in the diffraction pattern from onecsithe t

other side, causing an electric dipole momentum change, which violates the CP and time reversal
symmetry. The Electroweak Interaction shows that the Weak Interaction is basically
electromagnetic in nature. The arrow of time shows the entropy growshiayging the

temperature dependent diffraction patterns of the electromagnetic oscillators.

Another important issue of the quark model is when one quark changes its flavor such that a linear
oscillation transforms into plane oscillation or vice versangfing the charge value with 1 dr.

This kind of change in the oscillation mode requires not only parity change, but also charge and
time changes (CPT symmetry) resulting a right handeehauiirino or a left handed neutrino.

The right handed amieutrino and the left handed neutrino exist only because changing back the
quark flavor could happen only in reverse, because they are different geometrical constructions,
the u is 2 dimensional and positively charged and the d is 1 dimensional and negztarglgd. It
needs also a time reversal, because anti particle (anti neutrino) is involved.

The neutrino is a 1/2spin creator particle to make equal the spins of the weak interaction, for
example neutron decay to 2 fermions, every patrticle is fermions Wigpin. The weak interaction
changes the entropy since more or less particles will give more or less freedom of movement. The
entropy change is a result of temperature change and breaks the equality of oscillator diffraction
intensity of the MaxweHBoltanann statistics. This way it changes the time coordinate measure

and

makes possible a different time dilation as of the special relativity.

The limit of the velocity of particles as the speed of light appropriate only for electrical charged
particles, since the accelerated charges are self maintaining locally the accelerating electric force.
The neutrinos are CP symmetry breaking particlespmmated by time in the CPT symmetry, that

is the time coordinate not works as in the electromagnetic interactions, consequently the speed of
neutrinos is not limited by the speed of light.



The weak interaction-asymmetry is in conjunction with thed/mmetry of the second law of
thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes
the

weak interaction, for example the Hydrogen fusion.

Probably because it is a spin creating movement changing linear oscittaodimensional
oscillation by changing d to u quark and creating anti neutrino going back in time relative to the
proton and electron created from the neutron, it seems that the anti neutrino fastest then the
velocity of the photons created also in thigak interaction?

A quark flavor changing shows that it is a reflection changes movement and-thaCP

symmetry breaking!!! This flavor changing oscillation could prove that it could be also on higher
level such as atoms, molecules, probably big biological signifivalecules and responsible on the
aging of the life.

Important to mention that the weak interaction is always contains particles and antiparticles,

where the neutrinos (antineutrinos) present the o]
interpretation that these particles present the backward time and probably because this they seem

to move faster than the speed of light in the reference frame of the other side.

Finally since the weak interaction is an electric dipole change with %2 spin creating;iteid byn
the velocity of the electromagnetic wave, so the I
light.

The General Weak Interaction

The Weak Interactions-dsymmetry is in conjunction with thedsymmetry of the Second Law of
Thermodynamicaneaning that locally lowering entropy (on extremely high temperature) causes
for example the Hydrogen fusion. The arrow of time by the Second Law of Thermodynamics shows
the increasing entropy and decreasing information by the Weak Interaction, chahging t
temperature dependent diffraction patterns. A good example of this is the neutron decay, creating
more particles with less known information about them.

The neutrino oscillation of the Weak Interaction shows that it is a general electric dipole change
and it is possible to any other temperature dependent entropy and information changing
diffraction pattern of atoms, molecules and even complicated biological living structures.

We can generalize the weak interaction on all of the decaying matter canistng, even on the
biological too. This gives the limited lifetime for the biological constructions also by the arrow of
time. There should be a new research space of the Quantum Information Science the 'general
neutrino oscillation' for the greater thesubatomic matter structures as an electric dipole change.
There is also connection between statistical physics and evolutionary biology, since the arrow of
time is working in the biological evolution also.

The Fluctuation Theorem says that there is aoatality that entropy will flow in a direction

opposite to that dictated by the Second Law of Thermodynamics. In this case the Information is
growing that is the matter formulas are emerging from the chaos. So the Weak Interaction has two



directions, samms for one direction is the Neutron decay, and Hydrogen fusion is the opposite
direction.

Fermions and Bosons
The fermions are the diffraction patterns of the bosons such a way that they are both sides of the
same thing.

Van Der Waals force

Named after the Dutch scientist Johannes Diderik van der Wael® first proposed it in 1873 to
explain the behaviour of gasest is a very weak force that only becomes relevant when atoms

and molecules are very close together. Fluctuations in thereleic cloud of an atom mean that it

will have an instantaneous dipole moment. This can induce a dipole moment in a nearby atom, the
result being an attractive dipotglipole interaction.

Electromagnetic inertia and mass

Electromagnetic Induction
Sincethe magnetic induction creates a negative electric field as a result of the changing
acceleration, it works as an electromagnetic inertia, causing an electromagnetic mass. [1]

Relativistic change of mass

The increasing mass of the electric charges #wailt of the increasing inductive electric force

acting against the accelerating force. The decreasing mass of the decreasing acceleration is the
result of the inductive electric force acting against the decreasing force. This is the relativistic mass
charge explanation, especially importantly explaining the mass reduction in case of velocity
decrease.

The frequency dependence of mass

Sinced TandE~m&Y T Hhatiskh®m depends only on the frequency. It means that

the mass of the protonrad electron are electromagnetic and the result of the electromagnetic
induction, caused by the changing acceleration of the spinning and moving charge! It could be that
the mpinertial mass is the result of the spin, since this is the only accelerating motion of the electric
charge. Since the accelerating motion has different frequency for the electron in the atom and the
proton, they masses are different, also as the wavelesgth both sides of the diffraction pattern,
giving equal intensity of radiation.

Electron z Proton mass rate

The Planck distribution law explains the different frequencies of the proton and electron, giving
equal intensity to different lambda wavelengthiso since the particles are diffraction patterns
they have some closeness to each oth@&an be seen as a gravitational force. [2]

There is an asymmetry between the mass of the electric charges, for example proton and electron,
can understood by thesymmetrical Planck Distribution Law. This temperature dependent energy



distribution is asymmetric around the maximum intensity, where the annihilation of matter and
antimatter is a high probability event. The asymmetric sides are creating different freipseof
electromagnetic radiations being in the same intensity level and compensating each other. One of
these compensating ratios is the electreproton mass ratio. The lower energy side has no
compensating intensity level, it is the dark energy anddbeesponding matter is the dark matter.

Gravity from the point of view of quantum physics

The Gravitational force
The gravitational attractive force is basically a magnetic force.

The same electric charges can attract one another by the magietie ff they are moving parallel
in the same direction. Since the electrically neutral matter is composed of negative and positive
charges they need 2 photons to mediate this attractive force, one per charges. The Bing Bang
caused parallel moving of the mter gives this magnetic force, experienced as gravitational force.

Since graviton is a tensor field, it has spin = 2, could be 2 photons with spin = 1 together.

You can think about photons as virtual electrepositron pairs, obtaining the necessarytwal
mass for gravity.

The mass as seen before a result of the diffraction, for example the pragtattron mass rate
Mp=1840 Me. In order to move one of these diffraction maximum (electron or proton) we need to
intervene into the diffraction pattern with a force appropriate the intensity of this diffraction
maximum, means its intensity or mass.

The Big Bang caused acceleration created radial currents of the matter, and since the matter is
composed of negative and positive charges, these currents are creating magrietanfie

attracting forces between the parallel moving electric currents. This is the gravitational force
experienced by the matter, and also the mass is result of the electromagnetic forces between the
charged particles. The positive and negative chargecbnts attracts each other or by the

magnetic forces or by the much stronger electrostatic forces!?

The gravitational force attracting the matter, causing concentration of the matter in a small space
and leaving much space with low matter concentratidark matter and energy.

There is an asymmetry between the mass of the electric charges, for example proton and electron,
can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy
distribution is asymmetric around th@aximum intensity, where the annihilation of matter and
antimatter is a high probability event. The asymmetric sides are creating different frequencies of
electromagnetic radiations being in the same intensity level and compensating each other. One of
these compensating ratios is the electremproton mass ratio. The lower energy side has no
compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.



The Higgs boson

By March 2013, the particle had been prowerbehave, interact and decay in many of the

expected ways predicted by the Standard Model, and was also tentatively confirmed to have +
parity and zero spin, two fundamental criteria of a Higgs boson, making it also the first known
scalar particle to beiscovered in nature, although a number of other properties were not fully
proven and some partial results do not yet precisely match those expected; in some cases data is
also still awaited or being analyzed.

Since the Higgs boson is necessary to thend/Z bosons, the dipole change of the Weak

interaction and the change in the magnetic effect caused gravitation must be conducted. The Wien
law is also important to explain the Weak interaction, since it describespth&lange and the
diffraction paterns change. [2]

Higgs mechanism and Quantum Gravity

The magnetic induction creates a negative electric field, causing an electromagnetic inertia.
Probably it is the mysterious Higgs field giving mass to the charged particles? We can think about
the photon as an electroipositron pair, they have mass. The neutral particles are built from

negative and positive charges, for example the neutron, decaying to proton and electron. The wave
— particle duality makes sure that the particles are oscillating andtitrg magnetic induction as an
inertial mass, explaining also the relativistic mass change. Higher frequency creates stronger
magnetic induction, smaller frequency results lesser magnetic induction. It seems to me that the
magnetic induction is the secref the Higgs field.

In particle physics, the Higgs mechanism is a kind of mass generation mechanism, a process that
gives mass to elementary particles. According to this theory, particles gain mass by interacting with
the Higgs field that permeates allage. More precisely, the Higgs mechanism endows gauge
bosons in a gauge theory with mass through absorption of Nas@bidstone bosons arising in
spontaneous symmetry breaking.

The simplest implementation of the mechanism adds an extra Higgs field tatlye gheory. The
spontaneous symmetry breaking of the underlying local symmetry triggers conversion of
components of this Higgs field to Goldstone bosons which interact with (at least some of) the other
fields in the theory, so as to produce mass termg&vieast some of) the gauge bosons. This
mechanism may also leave behind elementary scalar-®pparticles, known as Higgs bosons.

In the Standard Model, the phrase "Higgs mechanism" refers specifically to the generation of
masses for the W and Z weak gauge bosons through electroweak symmetry breaking. The Large
Hadron Collider at CERN announced results consistent with the Higgs particle on July 4, 2012 but
stressed that further testing is needed to confirm the Standard Model.

What is the Spin?

So we know already that the new particle has spin zero or spin two and we could tell which one if
we could detect the polarizations of the photons produced. Unfortunately this is difficult and
neither ATLAS nor CMS are able to measure polarizafitvesonly direct and sure way to confirm
that the particle is indeed a scalar is to plot the angular distribution of the photons in the rest



frame of the centre of mass. A spin zero particles like the Higgs carries no directional information
away from theoriginal collision so the distribution will be even in all directions. This test will be
possible when a much larger number of events have been observed. In the mean time we can
settle for less certain indirect indicators.

The Graviton

In physics, the @witon is a hypothetical elementary particle that mediates the force of gravitation
in the framework of quantum field theory. If it exists, the graviton is expected to be massless
(because the gravitational force appears to have unlimited range) and reustpin2 boson. The
spin follows from the fact that the source of gravitation is the stiesergy tensor, a secoagnk
tensor (compared to electromagnetism's sgdirphoton, the source of which is the feaurrent, a
first-rank tensor). Additionally, itan be shown that any massless spifield would give rise to a
force indistinguishable from gravitation, because a massless2sfyahd must couple to (interact
with) the stressenergy tensor in the same way that the gravitational field does. Thidtresggests
that, if a massless spi particle is discovered, it must be the graviton, so that the only
experimental verification needed for the graviton may simply be the discovery of a massle&s spin
particle. [3]

The Secret of Quantum Entanglement

The Secret of Quantum Entanglement that the particles are diffraction patterns of the
electromagnetic waves and this way their quantum states every time is the result of the quantum
state of the intermediate electromagnetic waves. [2] When one of the eréahgarticles wave
function is collapses by measurement, the intermediate photon also collapses and transforms its
state to the second entangled particle giving it the continuity of this entanglement. Since the
accelerated charges are safiaintaining thei potential locally causing their acceleration, it seems
that they entanglement is a spooky action at a distance.

Conclusions

The accelerated charges setfintaining potential shows the locality of the relativity, working on

the quantum level also.

The Secret of Quantum Entanglement that the particles are diffraction patterns of the
electromagnetic waves and this way their quantum states every time is the result of the quantum
state of the intermediate electromagnetic waves.

One of the most importat conclusions is that the electric charges are moving in an accelerated
way and even if their velocity is constant, they have an intrinsic acceleration anyway, the so called
spin, since they need at least an intrinsic acceleration to make possible thesnmeat .

The bridge between the classical and quantum theory is based on this intrinsic acceleration of the
spin, explaining also the Heisenberg Uncertainty Principle. The partidge duality of the

electric charges and the photon makes certain theyt are both sides of the same thing. Basing

the gravitational force on the accelerating Universe caused magnetic force and the Planck
Distribution Law of the electromagnetic waves caused diffraction gives us the basis to build a
Unified Theory of the physal interactions.
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