
Quantum Entanglement Upside Down 

  

A team of physicists from ICTP-Trieste and IQOQI-Innsbruck has come up with a 

surprisingly simple idea to investigate quantum entanglement of many particles. [27] 

For the first time, physicists have experimentally demonstrated ternaryɂrather than 

binaryɂquantum correlations between entangled objects. [26] 

The physicists, Sally Shrapnel, Fabio Costa, and Gerard Milburn, at The University of 

Queensland in Australia, have published a paper on the new quantum probability rule in 

the New Journal of Physics. [25] 

Researchers have studied how a 'drumstick' made of light could make a microscopic 

'drum' vibrate and stand still at the same time. [24] 

A University of Oklahoma physicist, Alberto M. Marino, is developing quantum-enhanced 

sensors that could find their way into applications ranging from biomedical to chemical 

detection. [23] 

A team of researchers from Shanghai Jiao Tong University and the University of Science 

and Technology of China has developed a chip that allows for two-dimensional quantum 

walks of single photons on a physical device. [22] 

The physicists, Sally Shrapnel, Fabio Costa, and Gerard Milburn, at The University of 

Queensland in Australia, have published a paper on the new quantum probability rule in 

the New Journal of Physics. [21] 

Probabilistic computing will allow future systems to comprehend and compute with 

uncertainties inherent in natural data, which will enable us to build computers capable of 

understanding, predicting and decision-making. [20] 

For years, the people developing artificial intelligence drew inspiration from what was 

known about the human brain, and it has enjoyed a lot of success as a result. Now, AI is 

starting to return the favor. [19] 

Scientists at the National Center for Supercomputing Applications (NCSA), located at the 

University of Illinois at Urbana-Champaign, have pioneered the use of GPU-accelerated 

deep learning for rapid detection and characterization of gravitational waves. [18] 

Researchers from Queen Mary University of London have developed a mathematical 

model for the emergence of innovations. [17] 
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Quantum computers can be made to utilize effects such as quantum coherence and 

entanglement to accelerate machine learning. [16]  

Neural networks learn how to carry out certain tasks by analyzing large amounts of 

data displayed to them. [15]  

Who is the better experimentalist, a human or a robot? When it comes to exploring 

synthetic and crystallization conditions for inorganic gigantic molecules, actively 

learning machines are clearly ahead, as demonstrated by British Scientists in an 

experiment with polyoxometalates published in the journal Angewandte Chemie. [14]  

Machine learning algorithms are designed to improve as they encounter more data, 

making them a versatile technology for understanding large sets of photos such as those 

accessible from Google Images. Elizabeth Holm, professor of materials science and 

engineering at Carnegie Mellon University, is leveraging this technology to better 

understand the enormous number of research images accumulated in the field of 

materials science. [13]  

With the help of artificial intelligence, chemists from the University of Basel in 

Switzerland have computed the characteristics of about two million crystals made up of 

four chemical elements. The researchers were able to identify 90 previously unknown 

thermodynamically stable crystals that can be regarded as new materials. [12]  

The artificial intelligence system's ability to set itself up quickly every morning and 

compensate for any overnight fluctuations would make this fragile technology much 

more useful for field measurements, said co-lead researcher Dr Michael Hush from 

UNSW ADFA. [11]  

Quantum physicist Mario Krenn and his colleagues in the group of Anton  

Zeilinger from the Faculty of Physics at the University of Vienna and the Austrian 

Academy of Sciences have developed an algorithm which designs new useful quantum 

experiments. As the computer does not rely on human intuition, it finds novel unfamiliar 

solutions. [10]  

Researchers at the University of Chicago's Institute for Molecular Engineering and the 

University of Konstanz have demonstrated the ability to generate a quantum logic 

operation, or rotation of the qubit, that - surprisinglyɂis intrinsically resilient to noise 

as well as to variations in the strength or duration of the control. Their achievement is 

based on a geometric concept known as the Berry phase and is implemented through 

entirely optical means within a single electronic spin in diamond. [9]  

New research demonstrates that particles at the quantum level can in fact be seen as 

behaving something like billiard balls rolling along a table, and not merely as the 

probabilistic smears that the standard interpretation of quantum mechanics suggests. 

But there's a catch - the tracks the particles follow do not always behave as one would 



expect from "realistic" trajectories, but often in a fashion that has been termed 

"surrealistic." [8]  

Quantum entanglementɂwhich occurs when two or more particles are correlated in 

such a way that they can influence each other even across large distancesɂis not an all-

or-nothing phenomenon, but occurs in various degrees. The more a quantum state is 

entangled with its partner, the better the states will perform in quantum information 

applications. Unfortunately, quantifying entanglement is a difficult process involving 

complex optimization problems that give even physicists headaches. [7]  

A trio of physicists in Europe has come up with an idea that they believe would allow a 

person to actually witness entanglement. Valentina Caprara Vivoli, with the University 

of Geneva, Pavel Sekatski, with the University of Innsbruck and Nicolas Sangouard, with 

the University of Basel, have together written a paper describing a scenario where a 

human subject would be able to witness an instance of entanglementɂthey have 

uploaded it to the arXiv server for review by others. [6]  

The accelerating electrons explain not only the Maxwell Equations and the  

Special Relativity, but the Heisenberg Uncertainty Relation, the Wave-Particle Duality 

ÁÎÄ ÔÈÅ ÅÌÅÃÔÒÏÎȭÓ ÓÐÉÎ ÁÌÓÏȟ ÂÕÉÌÄÉÎÇ ÔÈÅ "ÒÉÄÇÅ ÂÅÔ×ÅÅÎ ÔÈÅ #ÌÁÓÓÉÃÁÌ ÁÎÄ 1ÕÁÎÔÕÍ 

Theories.   

The Planck Distribution Law of the electromagnetic oscillators explains the 

electron/proton mass rate and the Weak and Strong Interactions by the diffraction 

patterns. The Weak Interaction changes the diffraction patterns by moving the electric 

charge from one side to the other side of the diffraction pattern, which violates the CP 

and Time reversal symmetry.  

The diffraction patterns and the locality of the self-maintaining electromagnetic 

potential explains also the Quantum Entanglement, giving it as a natural part of the 

relativistic quantum theory.  
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Preface  
Physicists are continually looking for ways to unify the theory of relativity, which describes 

largescale phenomena, with quantum theory, which describes small-scale phenomena. In a new 

proposed experiment in this area, two toaster-sized "nanosatellites" carrying entangled 

condensates orbit around the Earth, until one of them moves to a different orbit with different 

gravitational field strength. As a result of the change in gravity, the entanglement between the 

condensates is predicted to degrade by up to 20%. Experimentally testing the proposal may be 

possible in the near future. [5]  

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are 

generated or interact in ways such that the quantum state of each particle cannot be described 

independently ς instead, a quantum state may be given for the system as a whole. [4]  

I think that we have a simple bridge between the classical and quantum mechanics by 

understanding the Heisenberg Uncertainty Relations. It makes clear that the particles are not point 

like but have a dx and dp uncertainty.   



  

Turning entanglement upside down   
A team of physicists from ICTP-Trieste and IQOQI-Innsbruck has come up with a surprisingly simple 

idea to investigate quantum entanglement of many particles. Instead of digging deep into the 

properties of quantum wave functions, which are notoriously hard to experimentally access, they 

propose to realize physical systems governed by the corresponding entanglement Hamiltonians. By 

doing so, entanglement properties of the original problem of interest become accessible via well-

established tools. 

Quantum entanglement forms the heart of the second quantum revolution: it is a key characteristic 

used to understand forms of quantum matter, and a key resource for present and future quantum 

technologies. Physically, entangled particles cannot be described as individual particles with 

defined states, but only as a single system. Even when the particles are separated by a large 

distance, changes in one particle also instantaneously affect the other particle(s). The entanglement 

of individual particlesτwhether photons, atoms or moleculesτis part of everyday life in the 

laboratory today. In many-body physics, following the pioneering work of Li and Haldane, 

entanglement is typically characterized by the so-called entanglement spectrum: it is able to 

capture essential features of collective quantum phenomena, such as topological order, and at the 

same time, it allows to quantify the 'quantumness' of a given stateτthat is, how challenging it is to 

simply write it down on a classical computer. 

Despite its importance, the experimental methods to measure the entanglement spectrum quickly 

reach their limitsτuntil today, these spectra have been measured only in few qubits systems. With 

an increasing number of particles, this effort becomes hopeless as the complexity of current 

techniques increases exponentially. 

"Today, it is very hard to perform an experiment beyond few particles that allows us to make 

concrete statements about entanglement spectra," explains Marcello Dalmonte from the 

International Centre for Theoretical Physics (ICTP) in Trieste, Italy. Together with Peter Zoller and 

Benoît Vermersch at the University of Innsbruck, he has now found a surprisingly simple way to 

investigate quantum entanglement directly. The physicists turn the concept of quantum 

simulation upside down by no longer simulating a certain physical system in the quantum simulator, 

but directly simulating its entanglement Hamiltonian operator, whose spectrum of excitations 

immediately relates to the entanglement spectrum. 

"Instead of simulating a specific quantum problem in the laboratory and then trying to measure the 

entanglement properties, we propose simply turning the tables and directly realizing the 

corresponding entanglement Hamiltonian, which gives immediate and simple access to 

entanglement properties, such as the entanglement spectrum," explains Marcello Dalmonte. 

"Probing this operator in the lab is conceptually and practically as easy as probing conventional 

many-body spectra, a well-established lab routine." 

Furthermore, there are hardly any limits to this method with regard to the size of the quantum 

system. This could also allow the investigation of entanglement spectra in many-particle systems, 

which is notoriously challenging to address with classical computers. Dalmonte, Vermersch and 

https://phys.org/tags/quantum/
https://phys.org/tags/particles/
https://phys.org/tags/quantum+entanglement/
https://phys.org/tags/entanglement/


Zoller describe the radically new method in a current paper in Nature Physics and demonstrate its 

concrete realization on a number of experimental platforms, such as atomic systems, trapped ions 

and also solid-state systems based on superconducting quantum bits. [27] 

 

 

 

Stronger -than -binary correlat ions experimentally demonstrated for the 

first time  
For the first time, physicists have experimentally demonstrated ternaryτrather than binaryτ

quantum correlations between entangled objects. The results show that the quantum 

measurement process cannot be described as a binary process (having two possible outcomes), but 

rather stronger-than-binary ternary measurements (which have three possible outcomes) should be 

considered in order to fully understand how the quantum measurement process works. 

The physicists, Xiao-Min Hu and coauthors from China, Germany, Spain, and Hungary, have 

published a paper on the stronger-than-binary correlations in a recent issue of Physical Review 

Letters. 

"We discovered and experimentally verified the existence of genuine ternary measurements," 

coauthor Matthias Kleinmann at the University of Siegen in Siegen, Germany, and the University of 

the Basque Country in Bilbao, Spain, told Phys.org. "The experimental conclusions are independent 

of any underlying theory (here: quantum theory) and establish that ternary measurements are a 

generic feature of nature." 

Before now, stronger-than-binary correlations have been theoretically predicted to exist, but this is 

the first time that they have been experimentally observed. In their experiments, the researchers 

entangled two photonic qutrits, each of which has three possible states (0, 1, and 2), instead of just 

two (0 and 1) as for qubits. They then sent the qutrits to different laboratories where they 

measured the state of each qutrit, enabling them to determine the strength of the correlations 

between the two qutrits. 

https://phys.org/tags/quantum+theory/


 

Illustration of the experimental setup for demonstrating ternary correlations. Credit: Hu et al. 

©2018 American Physical Society 

If the quantum measurement process were binary, then measurements could be described as a 

two-step process in which first one of the three possible measurement outcomes is ruled out by a 

classical mechanism, and then a quantum binary measurement selects between the two remaining 

outcomes. In this binary measurement process, the maximum correlation between two entangled 

objects cannot exceed a certain value. 

In their experiments, the researchers demonstrated that the strength of the correlations between 

the entangled qutrits exceed this maximum value. To do this, they performed a Bell-type 

experiment in which they showed that the observed correlations violate the maximum inequality 

for nonsignalling binary correlations with a very high statistical significance, corresponding to 9.3 

standard deviations. The results imply that the measurement process in quantum theory cannot be 

explained by the two-step process with binary measurements. Instead, the measurement process 

here is genuinely ternary, where the quantum ternary measurement selects between all three of 

the possible states at once. 
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Overall, the researchers explain that the observations of stronger-than-binary correlations don't 

contradict previous experimental evidence of binary correlations, but add new possibilities for how 

the quantum measurement process works at the most fundamental level. 

"Now that we have established the theoretical tools and the experimental methods to understand 

and create ternary correlations, we aim to proceed in two directions," Kleinmann said. "First, we 

hope for technological applications (for example, in randomness extraction) and second, we are 

now using our results as a new basis for a deeper understanding of quantum theory." [26] 

 

 

 

New quantum probability rule offers novel perspective of wave function 

collapse  
Quantum theory is based heavily on probabilities, since measuring a quantum system doesn't 

produce the same outcome every time, but instead yields one of many outcomes that each occur 

with a certain probability. Now in a new paper, physicists have presented a new quantum 

probability rule for assigning probabilities to measurement outcomes, or events, that essentially 

combines two of the most important quantum probability rules (the Born rule and the wave 

function collapse rule) into one. 

The physicists, Sally Shrapnel, Fabio Costa, and Gerard Milburn, at The University of Queensland in 

Australia, have published a paper on the new quantum probability rule in the New Journal of 

Physics. 

One of the most important probability rules in quantum theory is the Born rule, which gives the 

probability that a measurement yields a certain event. However, things get a little bit more 

complicated when predicting consecutive events. Although in classical scenarios it's possible to 

assign joint probabilities to consecutive events using conditioning, in quantum scenarios this is not 

possible since each measurement necessarily disturbs the system. So in quantum mechanics, the 

state must be updated with this new information after every measurement. 

In order to update the state, a "state update rule" or "collapse rule" is applied. In the new paper, 

the physicists explain that this update is basically an "ad hoc ingredient," since it is introduced as an 

axiom (which cannot be proved), and is a completely separate entity from the Born rule. Although 

this additional rule works well for practical purposes, it poses problems for understanding the true 

nature of quantum theoryτin particular, for interpretations of quantum theory as a statement 

about the knowledge of reality, rather than of reality itself. 

To address these problems, the physicists propose and prove a unified probability rule, which they 

call the "Quantum Process Rule." They show that this rule is more fundamental than the Born rule, 

as both the Born rule and the state update, or collapse, rule can be derived from this new ruleτ

that is, the update rule does not need to be independently introduced. Unlike the Born rule, the 

Quantum Process Rule can assign joint probabilities to consecutive events. 
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One of the interesting implications of showing that wave function collapse follows from the new 

probability rule is that it suggests that the collapse does not need to be regarded as a fundamental 

aspect of quantum theory. This implication offers an alternative perspective of wave function 

collapse, as well as a new understanding of the nature of quantum theory. 

"The main significance of the work is that we derive a single, unified probability rule that subsumes 

both the Born rule and the collapse rule," Shrapnel told Phys.org. "This means that one no longer 

needs to explain wave function collapse in terms of a physical process, but can instead view this 

part of the formalism as simply a case of classical probabilistic conditioning. It is this latter 

possibility that means we can consider the quantum state as being about our knowledge rather 

than a direct description of physical reality." [25] 

 

Can a quantum drum vibrate and stand still at the same time?  
Researchers have studied how a 'drumstick' made of light could make a microscopic 'drum' vibrate 

and stand still at the same time. 

A team of researchers from the UK and Australia have made a key step towards understanding the 

boundary between the quantum world and our everyday classical world. 

Quantum mechanics is truly weird. Objects can behave like both particles and waves, and can be 

both here and there at the same time, defying our common sense. Such counterintuitive behaviour 

is typically confined to the microscopic realm and the question "why don't we see such behaviour in 

everyday objects?" challenges many scientists today. 

Now, a team of researchers have developed a new technique to generate this type of quantum 

behaviour in the motion of a tiny drum just visible to the naked eye. The details of their research 

are published today in New Journal of Physics. 

Project principal investigator, Dr. Michael Vanner from the Quantum Measurement Lab at Imperial 

College London, said: "Such systems offer significant potential for the development of powerful new 

quantum-enhanced technologies, such as ultra-precise sensors, and new types of transducers. 

"Excitingly, this research direction will also enable us to test the fundamental limits of quantum 

mechanics by observing how quantum superpositions behave at a large scale." 

Mechanical vibrations, such as those that create the sound from a drum, are an important part of 

our everyday experience. Hitting a drum with a drumstick causes it to rapidly move up and down, 

producing the sound we hear. 

In the quantum world, a drum can vibrate and stand still at the same time. However, generating 

such quantum motion is very challenging. lead author of the project Dr. Martin Ringbauer from the 

University of Queensland node of the Australian Research Council Centre for Engineered Quantum 

Systems, said: "You need a special kind of drumstick to make such a quantum vibration with our tiny 

drum." 
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In recent years, the emerging field of quantum optomechanics has made great progress towards the 

goal of a quantum drum using laser light as a type of drumstick. However, many challenges remain, 

so the authors' present study takes an unconventional approach. 

Dr. Ringbauer continues: "We adapted a trick from optical quantum computing to help us play the 

quantum drum. We used a measurement with single particles of lightτphotonsτto tailor the 

properties of the drumstick. 

"This provides a promising route to making a mechanical version of Schrodinger's cat, where the 

drum vibrates and stands still at the same time." 

These experiments have made the first observation of mechanical interferences fringes, which is a 

crucial step forward for the field. 

In the experiment, the fringes were at a classical level due to thermal noise, but motivated by this 

success, the team are now working hard to improve their technique and operate the experiments at 

temperatures close to absolute zero where quantum mechanics is expected to dominate. 

These future experiments may reveal new intricacies of quantum mechanics and may even help 

light the path to a theory that links the quantum world and the physics of gravity. [24] 

 

 

 

 

Physicists developing quantum -enhanced sensors for real -life 

applications  
A University of Oklahoma physicist, Alberto M. Marino, is developing quantum-enhanced sensors 

that could find their way into applications ranging from biomedical to chemical detection. 

In a new study, Marino's team, in collaboration with the U.S. Department of Energy's Oak Ridge 

National Laboratory, demonstrates the ability of quantum states of light to enhance the sensitivities 

of state-of-the-art plasmonic sensors. The team presents the first implementation of a sensor with 

sensitivities considered state-of-the-art and shows how quantum-enhanced sensing can find its way 

into real-life applications. 

"Quantum resources can enhance the sensitivity of a device beyond the classical shot noise limit 

and, as a result, revolutionize the field of metrology through the development of quantum 

enhanced sensors," said Marino, a professor in the Homer L. Dodge Department of Physics and 

Astronomy, OU College of Arts and Sciences. "In particular, plasmonic sensors offer a unique 

opportunity to enhance real-life devices." 

Plasmonic sensors are currently used in a number of applications, such as biosensing, atmospheric 

monitoring, ultrasound diagnostics and chemical detection. These sensors can be probed with light 

and have been shown to operate at the shot noise limit. Thus, when interfaced with quantum states 

of light that exhibit reduced noise properties, the noise floor can be reduced below the classical 

shot noise limit. This makes it possible to obtain a quantum-based enhancement of the sensitivity. 
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A study on this project, "Quantum-Enhanced Plasmonic Sensing," has been published in the 

scientific journal Optica. [23] 

 

A chip that allows for two -dimensional quantum walks  
A team of researchers from Shanghai Jiao Tong University and the University of Science and 

Technology of China has developed a chip that allows for two-dimensional quantum walks of single 

photons on a physical device. In their paper published on the open access site, Science Advances the 

group describes the chip and why they believe developing it was important. 

Quantum walks are the quantum version of classical random walks, which are a mathematical 

means for describing a natural random walk, e.g., simply wandering around randomly. To describe 

such walks, mathematicians and computer scientists use probability distribution grids that show a 

current position and possible next steps. Quantum walks are used to build models that depict 

randomly grown, sophisticated and complex networks such as the human neural network. They can 

also be used to create networks for actual use in applications, and might one day be used in 

quantum-based robots. 

As the researchers note, a quantum computer should provide exponential advantages over classical 

systems due to their nature. To that end, scientists have been working to implement quantum 

walks in a physical machine as part of developing a truly useful quantum computer. In this new 

effort, the researchers report that they have developed a chip that carries out quantum walks on a 

two-dimensional 49x49 gridτthe largest created so far by any team. 

The three-dimensional chip, the team reports, was created using a technique called femtosecond 

writing. It uses the external geometry of photonic waveguide arrays as a means for carrying out the 

quantum walks using a single photon. They note also that they tested the chip by observing 

patterns and variance profiles and comparing them to simulation studies. They suggest further that 

in addition to making progress toward a truly useful quantum computer, the chip could also be 

used to boost the performance of analog quantum computing or quantum simulators. 

If researchers can create quantum computers with very large, or even unlimited size grids, it might 

be possible to create and use networks as complex as the human nervous system. [22] 

 

 

 

New quantum probability rule offers novel perspective of wave function 

collapse  
Quantum theory is based heavily on probabilities, since measuring a quantum system doesn't 

produce the same outcome every time, but instead yields one of many outcomes that each occur 

with a certain probability. Now in a new paper, physicists have presented a new quantum 

probability rule for assigning probabilities to measurement outcomes, or events, that essentially 

combines two of the most important quantum probability rules (the Born rule and the wave 

function collapse rule) into one. 
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The physicists, Sally Shrapnel, Fabio Costa, and Gerard Milburn, at The University of Queensland in 

Australia, have published a paper on the new quantum probability rule in the New Journal of 

Physics. 

One of the most important probability rules in quantum theory is the Born rule, which gives the 

probability that a measurement yields a certain event. However, things get a little bit more 

complicated when predicting consecutive events. Although in classical scenarios it's possible to 

assign joint probabilities to consecutive events using conditioning, in quantum scenarios this is not 

possible since each measurement necessarily disturbs the system. So in quantum mechanics, the 

state must be updated with this new information after every measurement. 

In order to update the state, a "state update rule" or "collapse rule" is applied. In the new paper, 

the physicists explain that this update is basically an "ad hoc ingredient," since it is introduced as an 

axiom (which cannot be proved), and is a completely separate entity from the Born rule. Although 

this additional rule works well for practical purposes, it poses problems for understanding the true 

nature of quantum theoryτin particular, for interpretations of quantum theory as a statement 

about the knowledge of reality, rather than of reality itself. 

To address these problems, the physicists propose and prove a unified probability rule, which they 

call the "Quantum Process Rule." They show that this rule is more fundamental than the Born rule, 

as both the Born rule and the state update, or collapse, rule can be derived from this new ruleτ

that is, the update rule does not need to be independently introduced. Unlike the Born rule, the 

Quantum Process Rule can assign joint probabilities to consecutive events. 

One of the interesting implications of showing that wave function collapse follows from the new 

probability rule is that it suggests that the collapse does not need to be regarded as a fundamental 

aspect of quantum theory. This implication offers an alternative perspective of wave function 

collapse, as well as a new understanding of the nature of quantum theory. 

"The main significance of the work is that we derive a single, unified probability rule that subsumes 

both the Born rule and the collapse rule," Shrapnel told Phys.org. "This means that one no longer 

needs to explain wave function collapse in terms of a physical process, but can instead view this 

part of the formalism as simply a case of classical probabilistic conditioning. It is this latter 

possibility that means we can consider the quantum state as being about our knowledge rather 

than a direct description of physical reality." [21] 

 

Probabilistic computing takes artificial intelligence to the next step  
The potential impact of Artificial Intelligence (AI) has never been greaterτbut we'll only be 

successful if AI can deliver smarter and more intuitive answers. 

A key barrier to AI today is that natural data fed to a computer is largely unstructured and "noisy." 

It's easy for humans to sort through natural data. For example: If you are driving a car on a 

residential street and see a ball roll in front of you, you would stop, assuming there is a small child 

not far behind that ball. Computers today don't do this. They are built to assist humans with precise 

productivity tasks. Making computers efficient at dealing with probabilities at scale is central to our 
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ability to transform current systems and applications from advanced computational aids into 

intelligent partners for understanding and decision-making. 

This is why probabilistic computing is one key component to AI and central to addressing these 

challenges. Probabilistic computing will allow future systems to comprehend and compute with 

uncertainties inherent in natural data, which will enable us to build computers capable of 

understanding, predicting and decision-making. 

Today at Intel, we are observing an unprecedented growth of applications that rely on analysis of 

noisy natural data ς different and even conflicting information. Such applications aim to assist 

humans with a higher level of intelligence and awareness about the environments in which they 

operate. Cutting through this noisy minefield is central to our ability to transform computers into 

intelligent partners that can understand and act on information with human-like fidelity. 

Research into probabilistic computing is not a new area of study, but the improvements in high-

performance computing and deep learning algorithms may lead probabilistic computing into a 

new era. In the next few years, we expect that research in probabilistic computing will lead to 

significant improvements in the reliability, security, serviceability and performance of AI systems, 

including hardware designed specifically for probabilistic computing. These advancements are 

critical to deploying applications into the real world ς from smart homes to smart cities. 

To accelerate our work in probabilistic computing, Intel is increasing its research investment in 

probabilistic computing and we are working with partners to pursue this goal. 

Establishing the Intel Strategic Research Alliance for Probabilistic Computing  
Realizing the full potential of probabilistic computing involves holistic integration of multiple levels 

in computing technology. Today, Intel underscored its commitment to integrated and collaborative 

implementation of emerging computing architectures and a sound ecosystem enablement strategy 

by issuing a call to the academic and start-up communities to partner with us to advance 

probabilistic computing from the lab to reality across these vectors: benchmark applications, 

adversarial attack mitigations, probabilistic frameworks and software and hardware optimization. 

An Eye on What's Next 
We are incredibly eager to see the proposals to advance probabilistic computing and to continue 

this research with the potential to raise the bar for what AI can help us achieve. Academic proposals 

are expected to be submitted by May 25th and among them we will select the best research teams. 

We began this journey with research into neuromorphic computing ς focusing on our understanding 

of the human brain and its associated computational processes. The start of the neuromorphic 

research community announced on March 1 is also on track and we are planning to continue to 

scale up our Loihi on the cloud to allow researchers access to cutting-edge hardware. We see a path 

to reach 100 billion synapses on a single system in 2019. 

Furthermore, Intel has already been working to decode the brain and advance the next stage in 

neuroscience as part of our research partnership with Princeton University. We are looking forward 

to further understanding the flow of intelligence and decision-making through our probabilistic 

computing work. [20] 
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Deep learning comes full circle  
For years, the people developing artificial intelligence drew inspiration from what was known about 

the human brain, and it has enjoyed a lot of success as a result. Now, AI is starting to return the 

favor. 

Although not explicitly designed to do so, certain artificial intelligence systems seem to mimic our 

brains' inner workings more closely than previously thought, suggesting that both AI and our minds 

have converged on the same approach to solving problems. If so, simply watching AI at work could 

help researchers unlock some of the deepest mysteries of the brain. 

"There's a real connection there," said Daniel Yamins, assistant professor of psychology. Now, 

Yamins, who is also a faculty scholar of the Stanford Neurosciences Institute and a member of 

Stanford Bio-X, and his lab are building on that connection to produce better theories of the brain ς 

how it perceives the world, how it shifts efficiently from one task to the next and perhaps, one day, 

how it thinks. 

A vision problem for AI  
Artificial intelligence has been borrowing from the brain since its early days, when computer 

scientists and psychologists developed algorithms called neural networks that loosely mimicked the 

brain. Those algorithms were frequently criticized for being biologically implausible ς the "neurons" 

in neural networks were, after all, gross simplifications of the real neurons that make up the brain. 

But computer scientists didn't care about biological plausibility. They just wanted systems that 

worked, so they extended neural network models in whatever way made the algorithm best able to 

carry out certain tasks, culminating in what is now called deep learning. 

Then came a surprise. In 2012, AI researchers showed that a deep learning neural network could 

learn to identify objects in pictures as well as a human being, which got neuroscientists wondering: 

How did deep learning do it? 

The same way the brain does, as it turns out. In 2014, Yamins and colleagues showed that a deep 

learning system that had learned to identify objects in pictures ς nearly as well as humans could ς 

did so in a way that closely mimicked the way the brain processes vision. In fact, the computations 

the deep learning system performed matched activity in the brain's vision-processing circuits 

substantially better than any other model of those circuits. 

Around the same time, other teams made similar observations about parts of the brain's visionς 

and movement-processing circuits, suggesting that given the same kind of problem, deep learning 

and the brain had evolved similar ways of coming up with a solution. More recently, Yamins and 

colleagues have demonstrated similar observations in the brain's auditory system. 

On one hand, that's not a big surprise. Although the technical details differ, deep learning's 

conceptual organization is borrowed directly from what neuroscientists already knew about the 

organization of neurons in the brain. 
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But the success of Yamins and colleagues' approach and others like it depends equally as much on 

another, more subtle choice. Rather than try to get the deep learning system to directly match what 

the brain does at the level of individual neurons, as many researchers had done, Yamins and 

colleagues simply gave their deep learning system the same problem: Identify objects in pictures. 

Only after it had solved that problem did the researchers compare how deep learning and the brain 

arrived at their solutions ς and only then did it become clear that their methods were essentially 

the same. 

"The correspondence between the models and the visual system is not entirely a coincidence, 

because one directly inspired the other," said Daniel Bear, a postdoctoral researcher in Yamins' 

group, "but it's still remarkable that it's as good a correspondence as it is." 

One likely reason for that, Bear said, is natural selection and evolution. "Basically, object recognition 

was a very evolutionarily important task" for animals to solve ς and solve well, if they wanted to tell 

the difference between something they could eat and something that could eat them. Perhaps 

trying to do that as well as humans and other animals do ς except with a computer ς led 

researchers to find essentially the same solution. 

Seek what the brain seeks  
Whatever the underlying reason, insights gleaned from the 2014 study led to what Yamins calls 

goal-directed models of the brain: Rather than try to model neural activity in the brain directly, 

instead train artificial intelligence to solve problems the brain needs to solve, then use the resulting 

AI system as a model of the brain. Since 2014, Yamins and collaborators have been refining the 

original goal-directed model of the brain's vision circuits and extending the work in new directions, 

including understanding the neural circuits that process inputs from rodents' whiskers. 

In perhaps the most ambitious project, Yamins and postdoctoral fellow Nick Haber are investigating 

how infants learn about the world around them through play. Their infants ς actually relatively 

simple computer simulations ς are motivated only by curiosity. They explore their worlds by moving 

around and interacting with objects, learning as they go to predict what happens when they hit 

balls or simply turn their heads. At the same time, the model learns to predict what parts of the 

world it doesn't understand, then tries to figure those out. 

While the computer simulation begins life ς so to speak ς knowing essentially nothing about the 

world, it eventually figures out how to categorize different objects and even how to smash two or 

three of them together. Although direct comparisons with babies' neural activity might be 

premature, the model could help researchers better understand how infants use play to learn about 

their environments, Haber said. 

On the other end of the spectrum, models inspired by artificial intelligence could help solve a puzzle 

about the physical layout of the brain, said Eshed Margalit, a graduate student in neurosciences. As 

the vision circuits in infants' brains develop, they form specific patches ς physical clusters of 

neurons ς that respond to different kinds of objects. For example, humans and other primates all 

form a face patch that is active almost exclusively when they look at faces. 

Exactly why the brain forms those patches, Margalit said, isn't clear. The brain doesn't need a face 

patch to recognize faces, for example. But by building on AI models like Yamins' that already solve 



object recognition tasks, "we can now try to model that spatial structure and ask questions about 

why the brain is laid out this way and what advantages it might give an organism," Margalit said. 

Closing the loop  
There are other issues to tackle as well, notably how artificial intelligence systems learn. Right now, 

AI needs much more training ς and much more explicit training ς than humans do in order to 

perform as well on tasks like object recognition, although how humans succeed with so little data 

remains unclear. 

A second issue is how to go beyond models of vision and other sensory systems. "Once you have a 

sensory impression of the world, you want to make decisions based on it," Yamins said. "We're 

trying to make models of decision making, learning to make decisions and how you interface 

between sensory systems, decision making and memory." Yamins is starting to address those ideas 

with Kevin Feigelis, a graduate student in physics, who is building AI models that can learn to solve 

many different kinds of problems and switch between tasks as needed, something very few AI 

systems are able to do. 

In the long run, Yamins and the other members of his group said all of those advances could feed 

into more capable artificial intelligence systems, just as earlier neuroscience research helped 

foster the development of deep learning. "I think people in artificial intelligence are realizing there 

are certain very good next goals for cognitively inspired artificial intelligence," Haber said, 

including systems like his that learn by actively exploring their worlds. "People are playing with 

these ideas." [19] 

 

 

 

 

Scientists pioneer use of deep learning for real -time gravitational wave 

discovery  
Scientists at the National Center for Supercomputing Applications (NCSA), located at the University 

of Illinois at Urbana-Champaign, have pioneered the use of GPU-accelerated deep learning for rapid 

detection and characterization of gravitational waves. This new approach will enable astronomers 

to study gravitational waves using minimal computational resources, reducing time to discovery and 

increasing the scientific reach of gravitational wave astrophysics. This innovative research was 

recently published in Physics Letters B. 

Combining deep learning algorithms, numerical relativity simulations of black hole mergersτ

obtained with the Einstein Toolkit run on the Blue Waters supercomputerτand data from the LIGO 

Open Science Center, NCSA Gravity Group researchers Daniel George and Eliu Huerta produced 

Deep Filtering, an end-to-end time-series signal processing method. Deep Filtering achieves similar 

sensitivities and lower errors compared to established gravitational wave detection algorithms, 

while being far more computationally efficient and more resilient to noise anomalies. The method 

allows faster than real-time processing of gravitational waves in LIGO's raw data, and also enables 

new physics, since it can detect new classes of gravitational wave sources that may go unnoticed 
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with existing detection algorithms. George and Huerta are extending this method to identify in real-

time electromagnetic counterparts to gravitational wave events in future LSST data. 

NCSA's Gravity Group leveraged NCSA resources from its Innovative Systems Laboratory, NCSA's 

Blue Waters supercomputer, and collaborated with talented interdisciplinary staff at the University 

of Illinois. Also critical to this research were the GPUs (Tesla P100 and DGX-1) provided by NVIDIA, 

which enabled an accelerated training of neural networks. Wolfram Research also played an 

important role, as the Wolfram Language was used in creating this framework for deep learning. 

George and Huerta worked with NVIDIA and Wolfram researchers to create this demo to visualize 

the architecture of Deep Filtering, and to get insights into its neuronal activity during the detection 

and characterization of real gravitational wave events. This demo highlights all the components of 

Deep Filtering, exhibiting its detection sensitivity and computational performance. [18] 

 

 

 

Mathematicians develop model for how new ideas emerge  
Researchers from Queen Mary University of London have developed a mathematical model for the 

emergence of innovations. 

Studying creative processes and understanding how innovations arise and how novelties can trigger 

further discoveries could lead to effective interventions to nurture the success and sustainable 

growth of society. 

Empirical findings have shown that the way in which novelties are discovered follows similar 

patterns in a variety of different contexts including science, arts, and technology. 

The study, published in Physical Review Letters, introduces a new mathematical framework that 

correctly reproduces the rate at which novelties emerge in real systems, known as Heaps' law, and 

can explain why discoveries are strongly correlated and often come in clusters. 

It does this by translating the theory of the 'adjacent possible', initially formulated by Stuart 

Kauffman in the context of biological systems, into the language of complex networks. The adjacent 

possible is the set of all novel opportunities that open up when a new discovery is made. Networks 

have emerged as a powerful way to both investigate real world systems, by capturing the essential 

relations between the components, and to model the hidden structure behind many complex social 

phenomena. 
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Growth of knowledge in science. (a) An empirical sequence of scientific concepts S is extracted from 

a temporally ordered sequence of papers by concatenating, for each scientific field, the relevant 

concepts present in the abstracts. (b) Χmore 

In this work, networks are used to model the underlying space of relations among concepts. 

Lead author Professor Vito Latora, from Queen Mary's School of Mathematical Sciences, said: "This 

research opens up new directions for the modelling of innovation, together with a new framework 

that could become important in the investigation of technological, biological, artistic, and 

commercial systems." 

He added: "Studying the processes through which innovations arise can help understanding the 

main ingredients behind a winning idea, a breakthrough technology or a successful commercial 

activity, and is fundamental to devise effective data-informed decisions, strategies, and 

interventions to nurture the success and sustainable growth of our society." 

In the study, the discovery process is modelled as a particular class of random walks, named 

'reinforced' walks, on an underlying network of relations among concepts and ideas. An innovation 

corresponds to the first visit of a site of the network, and every time a walker moves from a concept 

to another, such association (an edge in the network) is reinforced so that it will be used more 

frequently in the future. The researchers named this the 'edge-reinforced random walk' model. 
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To show how the model works in a real case, they also constructed a dataset of 20 years of scientific 

publications in different disciplines, such as astronomy, ecology, economics and mathematics to 

analyse the appearance of new concepts. This showed that, despite its simplicity, the edge-

reinforced random walk model is able to reproduce how knowledge grows in modern science. 

Professor Vito Latora added: "The framework we present constitutes a new approach for the study 

of discovery processes, in particular those for which the underlying network can be directly 

reconstructed from empirical data, for example users listening to music over a 

similarity network between songs. We are already working on this idea, together with an extended 

version of our model, where we study the collective exploration of these networked spaces by 

considering multiple walkers at the same time." [17] 

 

 

 

Rise of the quantum thinking machines  
Quantum computers can be made to utilize effects such as quantum coherence and entanglement 

to accelerate machine learning.  

Although we typically view information as being an abstract or virtual entity, information, of 

course, must be stored in a physical medium. Information processing devices such as computers 

and phones are therefore fundamentally governed by the laws of physics. In this way, the 

fundamental physical limits of an agent's ability to learn are governed by the laws of physics. The 

best known theory of physics is quantum theory, which ultimately must be used to determine the 

absolute physical limits of a machine's ability to learn.  

A quantum algorithm is a stepwise procedure performed on a quantum computer to solve a 

problem such as searching a database. Quantum machine learning software makes use of quantum 

algorithms to process information in ways that classical computers cannot. These quantum effects 

open up exciting new avenues which can, in principle, outperform the best known classical 

algorithms when solving certain machine learning problems. This is known as quantum enhanced 

machine learning.  

Machine learning methods use mathematical algorithms to search for certain patterns in large data 

sets. Machine learning is widely used in biotechnology, pharmaceuticals, particle physics and many 

other fields. Thanks to the ability to adapt to new data, machine learning greatly exceeds the ability 

of people. Despite this, machine learning cannot cope with certain difficult tasks.  

Quantum enhancement is predicted to be possible for a host of machine learning tasks, ranging 

from optimization to quantum enhanced deep learning.  

In the new paper published in Nature, a group of scientists led by Skoltech Associate Professor 

Jacob Biamonte produced a feasibility analysis outlining what steps can be taken for practical 

quantum enhanced machine learning.  

The prospects of using quantum computers to accelerate machine learning has generated recent 

excitement due to the increasing capabilities of quantum computers. This includes a commercially 
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available 2000 spin quantum accelerated annealing by the Canada-based company D-Wave 

Systems Inc. and a 16 qubit universal quantum processor by IBM which is accessible via a (currently 

free) cloud service.  

The availability of these devices has led to increased interest from the machine learning 

community. The interest comes as a bit of a shock to the traditional quantum physics community, 

in which researchers have thought that the primary applications of quantum computers would be 

using quantum computers to simulate chemical physics, which can be used in the pharmaceutical 

industry for drug discovery. However, certain quantum systems can be mapped to certain machine 

learning models, particularly deep learning models. Quantum machine learning can be used to 

work in tandem with these existing methods for quantum chemical emulation, leading to even 

greater capabilities for a new era of quantum technology.  

"Early on, the team burned the midnight oil over Skype, debating what the field even wasτour 

synthesis will hopefully solidify topical importance. We submitted our draft to Nature, going 

forward subject to significant changes. All in all, we ended up writing three versions over eight 

months with nothing more than the title in common," said lead study author Biamonte. [16]  

A Machine Learning Systems That Called Neural Networks Perform 

Tasks by Analyzing Huge Volumes of Data  
Neural networks learn how to carry out certain tasks by analyzing large amounts of data displayed 

to them. These machine learning systems continually learn and readjust to be able to carry out the 

task set out before them. Understanding how neural networks work helps researchers to develop 

better applications and uses for them.  

At the 2017 Conference on Empirical Methods on Natural Language Processing earlier this month, 

MIT researchers demonstrated a new general-purpose technique for making sense of neural 

networks that are able to carry out natural language processing tasks where they attempt to 

extract data written in normal text opposed to something of a structured language like database-

query language.  

The new technique works great in any system that reads the text as input and produces symbols as 

the output.  One such example of this can be seen in an automatic translator. It works without the 

need to access any underlying software too. Tommi Jaakkola is Professor of Electrical Engineering 

ŀƴŘ /ƻƳǇǳǘŜǊ {ŎƛŜƴŎŜ ŀǘ aL¢ ŀƴŘ ƻƴŜ ƻŦ ǘƘŜ ŀǳǘƘƻǊǎ ƻƴ ǘƘŜ ǇŀǇŜǊΦ  IŜ ǎŀȅǎΣ άL ŎŀƴΩǘ Ƨǳǎǘ Řƻ ŀ 

simple randomization. And what you are predicting is now a more complex object, like a sentence, 

ǎƻ ǿƘŀǘ ŘƻŜǎ ƛǘ ƳŜŀƴ ǘƻ ƎƛǾŜ ŀƴ ŜȄǇƭŀƴŀǘƛƻƴΚέ  

As part of the research, Jaakkola, and colleague David Alvarez-Melis, an MIT graduate student in 

electrical engineering and computer science and first author on the paper, used a black-box neural 

net in which to generate test sentences to feed black-box neural nets.  The duo began by teaching 

the network to compress and decompress natural sentences.  As the training continues the 

ŜƴŎƻŘŜǊ ŀƴŘ ŘŜŎƻŘŜǊ ƎŜǘ ŜǾŀƭǳŀǘŜŘ ǎƛƳǳƭǘŀƴŜƻǳǎƭȅ ŘŜǇŜƴŘƛƴƎ ƻƴ Ƙƻǿ ŎƭƻǎŜƭȅ ǘƘŜ ŘŜŎƻŘŜǊΩǎ ƻǳǘǇǳǘ 

ƳŀǘŎƘŜǎ ǳǇ ǿƛǘƘ ǘƘŜ ŜƴŎƻŘŜǊΩǎ ƛƴǇǳǘΦ  



Neural nets work on probabilities. For example, an object-recognition system could be fed an 

image of a cat, and it would process that image as it saying 75 percent probability of being a cat, 

ǿƘƛƭŜ ǎǘƛƭƭ ƘŀǾƛƴƎ ŀ нр ǇŜǊŎŜƴǘ ǇǊƻōŀōƛƭƛǘȅ ǘƘŀǘ ƛǘΩǎ ŀ ŘƻƎΦ !ƭong with that same line, Jaakkola and 

Alvarez-aŜƭƛǎΩ ǎŜƴǘŜƴŎŜ ŎƻƳǇǊŜǎǎƛƴƎ ƴŜǘǿƻǊƪ Ƙŀǎ ŀƭǘŜǊƴŀǘƛǾŜ ǿƻǊŘǎ ŦƻǊ ŜŀŎƘ ƻŦ ǘƘƻǎŜ ƛƴ ŀ ŘŜŎƻŘŜŘ 

sentence along with the probability that each is correct. So, once the system has generated a list of 

closely related senǘŜƴŎŜǎ ǘƘŜȅΩǊŜ ǘƘŜƴ ŦŜŘ ǘƻ ŀ ōƭŀŎƪ-box natural language processor. This then 

allows the researchers to analyze and determine which inputs have an effect on which outputs.  

During the research, the pair applied this technique to three different types of a natural language 

processing system. The first one inferred the way in which words were pronounced; the second 

was a set of translators, and the third was a simple computer dialogue system which tried to 

provide adequate responses to questions or remarks.  In looking at the results, it was clear and 

pretty obvious that the translation systems had strong dependencies on individual words of both 

the input and output sentences. A little more surprising, however, was the identification of gender 

biases in the texts on which the machine translation systems were trained. The dialogue system 

was too small to take advantage of the training set.  

ά¢ƘŜ ƻǘƘŜǊ ŜȄǇŜǊƛƳŜƴǘ ǿŜ Řƻ ƛǎ ƛƴ ŦƭŀǿŜŘ ǎȅǎǘŜƳǎΣέ ǎŀȅǎ !ƭǾŀǊŜȊ-aŜƭƛǎΦ άLŦ ȅƻǳ ƘŀǾŜ ŀ ōƭŀŎƪ-box 

model that is not doing a good job, can you first use this kind of approach to identify problems?  A 

motivating application of this kind of interpretability is to fix systems, to improve systems, by 

ǳƴŘŜǊǎǘŀƴŘƛƴƎ ǿƘŀǘ ǘƘŜȅΩǊŜ ƎŜǘǘƛƴƎ ǿǊƻƴƎ ŀƴŘ ǿƘȅΦέ ώмрϐ  

Active machine learning for the discovery and crystallization of gigantic 

polyoxometalate molecules  
Who is the better experimentalist, a human or a robot? When it comes to exploring synthetic and 

crystallization conditions for inorganic gigantic molecules, actively learning machines are clearly 

ahead, as demonstrated by British Scientists in an experiment with polyoxometalates published in 

the journal Angewandte Chemie.  

Polyoxometalates form through self-assembly of a large number of metal atoms bridged by oxygen 

atoms. Potential uses include catalysis, electronics, and medicine. Insights into the self-

organization processes could also be of use in developing functional chemical systems like 

"molecular machines".  

Polyoxometalates offer a nearly unlimited variety of structures. However, it is not easy to find new 

ones, because the aggregation of complex inorganic molecules to gigantic molecules is a process 

that is difficult to predict. It is necessary to find conditions under which the building blocks 

aggregate and then also crystallize, so that they can be characterized.  

A team led by Leroy Cronin at the University of Glasgow (UK) has now developed a new approach 

to define the range of suitable conditions for the synthesis and crystallization of polyoxometalates. 

It is based on recent advances in machine learning, known as active learning. They allowed their 

trained machine to compete against the intuition of experienced experimenters. The test example 

was Na(6)[Mo(120)Ce(6)O(366)H(12)(H(2)O)(78)]·200 H(2)O, a new, ring-shaped polyoxometalate 

cluster that was recently discovered by the researchers' automated chemical robot.  




































