Heat and Sound Wave Interactions

A solid.can serve-asa-medium forcheat and sound wave interactions just like a fluid does
for thermoacoustic-engines and refrigeratorsresulting in leakfree machines/that can
stay operating/longer[26]

Like watchmakers choosing superior materials to build afine:timepiece;:physicists:at the
Centre/for/Quantum Technologies (CQT) at the National University of Singapore have
singled out.anatom that could allow them-to build bettatomic clocks, [25]

Yale physicists have uncovered: hints of a time:crystalform of matter that "ticks"
when exposed toan electromagnetic puisén the last place they expected: a crystal you
might find in a child's toy[24]

The research /'shows that coantrated electrolytes in solution affect hydrogen bonding,
ion interactions,.and coordination,geometries in:currently;unpredictable ways: [23]

An exoticsstate of matter/that:is . dazzling scientists:with its electrical properties; can also
exhibit unusual opical properties,as shownin atheoretical:study by researchers at
A*STAR[22]

The breakthrough was made:in;the lab of: Andrea: Alu,-director/of the ASRC's Photonics
Initiative. Alu and 'his colleagues from/The:City/College of New: Y ork;-University.of Texas
at Austin and Tel' Aviv/University were:inspired by the seminal work of three British
researchers.whowon'the 2016 Noble Prize'in Physics for theirwork, which-teased out
that particular properties of matter (such.as electrical conductivity).can be-presaehin
certain materials despite continuous .changes:in-the: matter's form: or shape! [21]
Researchersat the University of lllinois at Urba@hampaign have developedanew
technology for-switching heat flows 'on'on 'off'2 [20]

Thermoelectric:materials can sethermal differences to.generate-electricity. Now there
is @an/inexpensive and .environmentally friendly.way, of producing them with the simplest
tools: @;pencil; photocopy: paper; and conductive pajhf)]

A team of researchers with the University of Catifia and SRI International has
developed a new type of cooling device that is both portable and efficient.

[18]

Thermal conductivity is one of the most crucial physical properties of matter when it
comes to understanding heat transport, hydrodynamic éwtion and energy balance in
systems ranging from astrophysical objects to fusion plasmas. [17]



Researchers from the Theory Department of the MPSD have realized the control of
thermal and electrical currents in nanoscale devices by means of quantum local
observations. [16]

Physicists have proposed a new type of Maxwell's demtire hypothetical agent that
extracts work from a system by decreasing the system's entropywhich the demon
can extract work just by making a measurement, by taking advantage wdrggum
fluctuations and quantum superposition. [15]

Pioneering research offers a fascinating view into the inner workings of the mind of
'Maxwell's Demon’, a famous thought experiment in physics. [14]

For more than a century and a half of physics, the&@w® Law of Thermodynamics,

which states that entropy always increases, has been as close to inviolable as any law we
know. In this universe, chaos reigns supreme.

[13]

Physicists have shown that the three main types of engines (&troke, twostroke, ad
continuous) are thermodynamically equivalent in a certain quantum regime, but not at
the classical level. [12]

For the first time, physicists have performed an experiment confirming that
thermodynamic processes are irreversible in a quantum systemeanng that, even on
the quantum level, you can't put a broken egg back into its shell. The results have
implications for understanding thermodynamics in quantum systems and, in turn,
designing quantum computers and other quantum information technologies.][11

Disorder, or entropy, in a microscopic quantum system has been measured by an
international group of physicists. The team hopes that the feat will shed light on the
"arrow of time": the observation that time always marches towards the future. The
experiment involved continually flipping the spin of carbon atoms with an oscillating
magnetic field and links the emergence of the arrow of time to quantum fluctuations
between one atomic spin state and another. [10]

Mark M. Wilde, Assistant Professor at Laaisa State University, has improved this
theorem in a way that allows for understanding how quantum measurements can be
approximately reversed under certain circumstances. The new results allow for
understanding how quantum information that has been lostiing a measurement can
be nearly recovered, which has potential implications for a variety of quantum
technologies. [9]

Today, we are capable of measuring the position of an object with unprecedented
accuracy, but quantum physics and the Heisenberg uteiety principle place

fundamental limits on our ability to measure. Noise that arises as a result of the
guantum nature of the fields used to make those measurements imposes what is called
the "standard quantum limit." This same limit influences both thérasensitive



measurements in nanoscale devices and the kilomesesile gravitational wave detector

at LIGO. Because of this troublesome background noise, we can never know an object's
exact location, but a recent study provides a solution for reroutirggre of that noise

away from the measurement. [8]

The accelerating electrons explain not only the Maxwell Equations and the Special
Relativity, but the Heisenberg Uncertainty Relation, the WeRarticle Duality and the
AT AAOOT 1T 8 O ODbD E lidgdtetddeih theAC@Esicalafid Quantdia Ahedries.
The Planck Distribution Law of the electromagnetic oscillators explains the
electron/proton mass rate and the Weak and Strong Interactions by the diffraction
patterns. The Weak Interaction changes the dé€tion patterns by moving the electric

charge from one side to the other side of the diffraction pattern, which violates the CP
and Time reversal symmetry.

The diffraction patterns and the locality of the seffaintaining electromagnetic
potential explans also the Quantum Entanglement, giving it as a natural part of the
relativistic quantum theory.
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Preface

Physicists are continually looking for ways to unify the theory of relativity, which describes
largescale phenomena, with quantum theory, which describes ssoale phenomena. In a new
proposed experiment in this area, two toasteized'nanosatellites” carrying entangled
condensates orbit around the Earth, until one of them moves to a different orbit with different
gravitational field strength. As a result of the change in gravity, the entanglement between the
condensates is predicted ttegrade by up to 20%. Experimentally testing the proposal may be
possible in the near future. [5]

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are
generated or interact in ways such that the quantum stateaxh particle cannot be described
independentlyg instead, a quantum state may be given for the system as a whole. [4]

| think that we have a simple bridge between the classical and quantum mechanics by
understanding the Heisenberg Uncertainty Relatidhsiakes clear that the particles are not point
like but have a dx and dp uncertainty.

Heat and sound wave interactions in solids could run engines,

refrigerators

A solid can serve as a medium for heat and sound wave interactions just like a fluid does for
thermoacoustic engines and refrigerateresulting in leakkree machines that can stay operating
longer.

Leaky systems have limited how engineers design thaomwostic devices that rely on the interplay
betweentemperature oscillations andound waves. Researchers at Purdue and the University of
Notre Dame haveemonstrated for the first time that thermoacoustics could theoretically occur in
solids as well as fluids, recently presenting their findings at the 175th Meeting of the Acoustical
Society of America.

"Although still in its infancy, this technology could be particularly effective in harsh environments,
such as outer space, where strong temperature variations are freely available and when system
failures would endanger the overall mission," said Fabioggslotti, Purdue assistant professor of
mechanical engineering.

Thermoacoustics has been an established andstetlied phenomenon in fluidswhether as a
gas or liquid for centuries. "Applyingieat to afluid enclosed in a duct or cavity will cause the
spontaneous generation of sound waves propagating in the fluid itself,” said Carlo Scalo, an
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assistant professor of mechanical engineering at Purdue. "This resuttsalled singing pipes, or
thermoacoustics machines."

While fluids have been historically used for these systems, the extra step of building something to
contain the fluids and prevent leaks is cumbersome. This led the researchers to consider solids as a
replacement.

"Properties of solids are more controllable, which could make them potentially better suited to
these applications than fluids. We needed to first verify that this phenomenon could theoretically
exist in solid media," said Haitian Hao, Purdraglgate research assistant inechanical

engineering.

Thermoacoustics enables either waste heat or mechanical vibrations to be converted into other
useful forms of energy. For refrigerators, soluwaves generate a temperature gradient of hot and
cold. The vibrating motion makes cold areas colder and hot areas hotter.

Engines use an opposite process: a temperature gradient provided by waste heat leads to
mechanical vibrations.

Solid state thermoamustics initially seemed unlikely, since solids are somewhat more "stable” than
fluids and tend to dissipate mechanical energy more readily, making it harder for heat to generate
sound waves.

The researchers developed a theoretical model demonstratingahhin metal rod can exhibit self
sustained mechanical vibrations ifemperature gradient is periodically applied to segments of
the rod. This balanced unwanted mechanical energy dissipatidrshowed that, like fluids, solids
contract when they cool down and expand when they heat up. If the solid contracts less when
cooled and expands more when heated, the resulting motion will increase over time.

Solids can also be engineered to achieve tbeded properties for achieving high thermoacoustics
performance. "Fluids do not allow us to do this," Semperlotti said.

Extreme temperature differences in space would be perfect for generatimchanical
vibrations that are then converted to electrical energy on spacecratft.

"A solid state device would use the sun as its heat source and radiation towards deep space as its
cold source," Semperlotti saitiThese systems could operate indefinitely, given that they do not
have any part in motion or fluid that could leak out."

Researchers still need to complete an experimental setup to validate this design idea and better
understand the thermoacoustics of sidias discovered through mathematical calculations and
modeling.

"Possible applications and performance of these devices are still in the realm of pure speculation at
this point," Semperlotti said. "But the phenomenon exists and it has the potential to spee
remarkable directions for the design of thermoacoustic devid@s]'
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Neglected atom has top properties for atomic clocks

Like watchmakers choosing superior materials to build a fine timepiece, physicists at the Centre for
Quantum Tebnologies (CQT) at the National University of Singapore have singled out an atom that
could allow them to build better atomic clocks. The CQT team repdiatare

Communicationthat a previously neglected elemantutetiumt could improve on today's best

clocks. Lutetium (Lu) is a rare earth element with atomic number 71.

"The ultimate performance of a clock comes down to the properties of the atbhow insensitive
the atom is to its environment. | would call lutetium top in its class," says Murray Bartwitled
the research. Data in the team's paper, published 25 ApNlature Communicationshows
lutetium to have lower sensitivity to temperature thatoms used in clocks today. These
measurements add to eaer results showing it could be the basis of a Riginformance clock.

Atomic clocks have set the global standard for measuring time for over-adaliry. But since the
second was defined with reference to caesium atoms in the 1960s, there has beekviderl
competition to improve the accuracy and stability of atomic clocks. Time signals from caesium
clocks still support the Global Positioning System and help to synchronise transport and
communication networks, but atoms of many other species, suchtesijim, aluminium and
strontium, now vie to make the most precise measurements of time.

These nexgeneration clocks, with uncertainties around one part in a bibdion, are proving

their mettle in testing fundamental physicdrom measurements of gréty to looking for drifts in
fundamental constants. The 'tick' of an atomic clock comes not directly from the atom, but from
the oscillation of a light wave. The oscillation frequency is fixed by locking it to resonant frequency
of the atom. In practicethis means a laser is tuned to make one of the atom's electrons leap from a
low energy level to a higher energy level. How much energy this jump takes is a fixed property of
the atom. The laser's frequency is matched to deliver just the right amount ofgie a single

light particle (a photon). Once this sweet spot is found, the clock counts time by measuring the
oscillations of the light wave.


https://phys.org/tags/atoms/

Look into the heart of an atomic clock. Here, a single atom is trapped in the metal vacuum chamber
with the round window. The clock’s tick comes from a laser tuned to interact with this atom. Credit:
Centre for Quantum Technologies, National University of Singapore

Caesium clocks run at microwave frequenoy exactly 9,192,631,770 ticks per second. The most
recert generation of atomic clocks run at optical frequencies, which tick some 10,000 times faster.
Counting time in smaller increments allows for more precise measurement.

Lutetium will also run at optical frequencies, but there's more to making good cloaksatlyuick
tickt those ticks also needs to be stable over time. This is where lutetium may shine.

One source of inaccuracy in the clock frequency is sensitivity to the temperature of the
environment surrounding the atom. Barrett and his colleagues haverjassured the strength of
this 'blackbody radiation shift' for clock transitions in lutetium. Thensbath effort, involving a
high-power laser like those used for industrial cutting, gave a result for the blackbody radiation
shift for one energy level ansition that is closer to zero than for any established optical atomic
clock.

"We have definitively shown that lutetium is the least sensitive to temperature of all
establishedatomic clocks," says firsauthor Kyle Arnold. That will not only make a-tzdsed clock
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more accurate, but also make clocks that come out of the labs more practical, allowing them to
operate in a wider range of environments.

In earlier papers, the team have reported other progestof lutetium relevant to building clocks,
finding they can compete with today's best clock atoms. "If you can build a good really ytterbium
clock, you will inevitably build a better lutetium clock, or at least it will be an easier job for you to
build alutetium clock that's just as good," says Barrett. For now, the researchers are working
toward clocks with single ions, but ultimately, they'd like to make clocks based on lattices or
networks of many ions. They begin with lutetium in bulk form as argiwéite metal foil before
boiling a few atoms off into their apparatus.

The team members are unaware of any other groups working with lutetium. One reason lutetium
was untried is that it required a new technique, discovered by Barrett and his collabsrador

cancel certain sources of inaccuracy in the clock. This ‘hyperfine averaging technique' is described
in earlier papers. "l don't see it as anyway being an overly technical, difficult thing to do, but I think
people are waiting to see how this workstg says Barrett[25]

Physicists find signs of a time crystal

Yale physicists have uncovered hints of a time crysadlorm of matter that "ticks" when exposed
to an electromagnetic pulgein the last place they expected: a crystal you might findchikd's
toy.

The discovery means there are now new puzzles to solve, in terms dfrhewerystals form in the
first place.

Ordinary crystals such as salt or quartz are examples oftireensional, odered spatial crystals.
Their atoms are arranged in a repeating system, something scientists have known for a century.

Time crystals, first identified in 2016, are different. Their atoms spin periodically, first in one
direction and then in another, as allsating force is used to flip them. That's the "ticking." In
addition, the ticking in a time crystal is locked at a particular frequency, even when the pulse flips
are imperfect.

Scientists say that understanding time crystals may lead to improvemeatsriric clocks,

gyroscopes, and magnetometers, as well as aid in building potential quantum technologies. The
U.S. Department of Defense recently announced a program to fund more research into time crystal
systems.

Yale's new findings are described in a pdistudies, one iPhysical Review Lettesind the other

in Physical Review. Bhe studies represent the second known experiment observing a telltale
signature for a discrete time crystal (DTC) in a solid. Previous experiments led to a flurry of media
attention in the past year.
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Yale researchers Jared Rovny, left, Robert Blum, center, and Sean Barrett, right, made the
discovery. Credit: Yale University

"We decided to try searching for the DTC signature ourselves," said Yale physics professor Sean
Barret, principal investigator for the two new studies. "My student Jared Rovny had grown
monoammonium phosphate (MAP) crystals for a completely different experiment, so we happened
to have one in our lab."

MAP crystals are considered so easy to grow that #reysometimes included in crystal growing

kits aimed at youngsters. It would be unusual to find a time crystal signature inside a MAP crystal,
Barrett explained, because time crystals were thought to form in crystals with more internal
"disorder."

The resarchers used nuclear magnetic resonance (NMR) to look for a DTC signatareuickly

found it. "Our crystal measurements looked quite striking right off the bat," Barrett said. "Our work
suggests that the signature of a DTC could be found, in principlepking in a children's crystal
growing kit."

Another unexpected thing happened, as well. "We realized that just finding the DTC signature
didn't necessarily prove that the system had a quantum memory of how it came to be," said Yale
graduate student Radrt Blum, a ceauthor on the studies. "This spurred us to try a time crystal
‘echo," which revealed the hidden coherence, or quantum order, within the system," added Rovny,
also a Yale graduate student and lead author of the studies.
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Barrett noted that higeam's results, combined with previous experiments, "present a puzzle" for
theorists trying to understand how time crystals form.

"It's too early to tell what the resolution will be for the current theory of discriétee crystals, but
people will be working on this question for at least the next few years," Barrett[24i.

Tracking mechanisms of crystallization in real time

Researchers at the Interfacial Dynamics in Radioactive Environments and MateR&z\ W)
Energy Frontier Research Center quantified transient pentadinated Al3+ species during the
crystallization of gibbsite from hydrous aluminum gels in solutions of concentrated sodium
hydroxide. The research shows that concentrated electrolytsslution affect hydrogen bonding,
ion interactions, and coordination geometries in currently unpredictable ways.

These mechanistic studies support the development of new process flow sheets to accelerate the
processing of radioactive wastes at two Depagtrhof Energy sites. Further, the studies may
provide less energintensive routes for industrialuminum production.

DA 0 0 &A(GKH3) i An important mineral resource for industrial aluminum production. It is also
present in large quantities in the higbvelradioactive waste tanks at U.S. Department of Energy
sites in Washington state and South Carolina. Traditional processing for either aluminum
production or radioactivevaste treatment is an energyntensive activity. Processing involves
heating to facilitate disgution of gibbsite in highly alkaline solutions of concentrated electrolytes.
Heating is followed by cooling to encourage precipitation from these chemically extreme systems.

For radioactive waste treatment, the dissolution and precipitation steps aenaftite slow. Why?

In part, both processes involve changes in the coordination geometry of the trivalent aluminum. In
the solid phase, it is six coordinate to give an octahedral geometry. To move into the solution
phase, the aluminum ion must change ieogetry to a fourcoordinate tetrahedral form.

Led by Jian Zhi Hu and Kevin Rosso, the team conductefldidymagic angle spinning nuclear
magnetic resonance spectroscopy studies that probed ion interactions, solute organization, and
solvent propertiegluring gibbsite precipitation. The team captured riaie system dynamics as a
function of experimental conditions, revealing previously unknown mechanistic details.

The team's work shows that the change in coordination is not a simple transition betiveen
tetrahedral to octahedral species. The change involves an intermediate ygentainated

aluminum metal center. Further, these species are influenced by subtle changes in solute and
solvent organization. These changes lead to gel networks that cantisoesefacilitate formation

or dissolution of the solid phase. Understanding how aluminum coordination changes in extreme
environments may lead to efficiencies in aluminum production and accelerate radioactive waste
processing[23]
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The quantum states on the surface of conducting materials can strongly

interact with light
An exotic state of matter that is dazzling scientists with its electrical properties, can also exhibit
unusual optical properties, as shown in a theoretical study by researchers atR*STA

Atomically thin materials, such as graphene, derive some of their properties from the fact that
electrons are confined to traveling in just tvddmensions. Similar phenomena are also seen in
some threedimensional materials, in which electrons confirtedhe surface behave very
differently from those within the bulk for example topological insulators, whose surface
electrons conduct electricitgven though their bulk electrons do not. Recently, another exciting
class of materials has been identified: the topological semimetal.

The difference in insulator and conductlectrical properties is down to the bandgap: a gap

between the ranges, or bands, of energy that an electron traveling through the material can
assume. In an insulator, the lower band is full of electrons and the bandgap is too large to enable a
current to flow. In a semintal, the lower band is also full but the lower and upper bands touch at
some points, enabling the flow of a small current.

This lack of a full bandgap means that topological semimetals should theoretically exhibit very
different properties from those of # more conventional topological insulators.

To prove this, Ekun Shi and Justin Song from the A*STAR Institute of High Performance Computing
used an 'effective Hamiltonian' approximation to show that the #mensional surface states in
semimetals, knowms Fermi arcs, possess a ligghatter interaction much stronger than that found

in other gapless twalimensional systems, such as graphene.

"Typically, the bulk dominates material absorption," explains Song. "But we show that Dirac
semimetals are unusudai that they possess a very optically active surface due to these peculiar
Fermi arc states."

Shi and Song analyzed a préypical semimetal with a symmetric band structure where the
electronic bands touch at two places, known as Dirac points, and peeldicé strength with which
incident radiation induces electron transitions from the lower band to the upper one. They found
that surface absorption depends heavily on the polarization of light, being 100 to 1,000 times
stronger when light is polarized pegpdicular rather than parallal to the crystal's rotational axis.
This strong anisotropy offers a way of optically investigating and probing the topological surfaces
states of Dirac semimetals.

"Our goal is to identify more unconventional optics that adse to Fermi arcs," says Song.
"Topological semimetals could host unusual eptectronic behavior that goes beyond
conventional materials.[22]
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Breakthrough in circuit design makes electronics more resistant to

damage and defects

People are growingicreasingly dependent on their mobile phones, tablets and other portable
devices that help them navigate daily life. But these gadgets are prone to failure, often caused by
small defects in their complex electronics, which can result from regular use.d\Nzaper in
today'sNature Electronicdetails an innovation from researchers at the Advanced Science Research
Center (ASRC) at The Graduate Center of The City University of New York that provides robust
protection against circuitry damage that affectsragtransmission.

The breakthrough was made in the lab of Andrea Alu, director of the ASRC's Photonics Initiative. Alu
and his colleagues from The City College of New York, University of Texas at Austin and Tel Aviv
University were inspired by the seminabrk of three British researchers who won the 2016 Noble
Prize in Physics for their work, which teased out that particular properties of matter (such as
electrical conductivity) can be preserved in certain materials despite continuous changes in the
matter's form or shape. This concept is associated with topalagypranch of mathematics that

studies the properties of space that are preserved under continuous deformations.

"In the past few years there has been a strong interest in translating this conceyattter

topology from material science to light propagation," said Alu. "We achieved two goals with this
project: First, we showed that we can use the science of topology to facilitate robust
electromagnetiewave propagation in electronics and circuit comngnts. Second, we showed that
the inherent robustness associated with these topological phenomena can kHedated by the
signal traveling in the circuit, and that we can achieve this robustness using suitably tailored
nonlinearities in circuit arrays.

To achieve their goals, the team used nonlinear resonators to mold adiagdam of the circuit

array. The array was designed so that a change in signal intensity could induce a change in the band
diagram's topology. For low signal intensities, the &t@uc circuit was designed to support a trivial
topology, and therefore provide no protection from defects. In this case, as defects were

introduced into the array, theignal transmission and thefunctionality of the circuit were

negatively affected.

As the voltage was increased beyond a specific threshold, however, thedisgréim's topology

was automatically modified, and the signal transmission was not impeded by arbitrary defects
introduced &ross the circuit array. This provided direct evidence of a topological transition in the
circuitry that translated into a selhduced robustness against defects and disorder.

"As soon as we applied the higherltage signal, the system reconfigured ifs@iducing a

topology that propagated across the entire chain of resonators allowing the signal to transmit
without any problem,” said A. Khanikaev, professor at The City College of New Y orkaatkaro

in the study. "Because the system is nonlineas,able to undergo an unusual transition that makes
signal transmission robust even when there are defects or damage to the circuitry.”
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"These ideas open up exciting opportunities for inherently robust electronics and show how
complex concepts in mathemas, like the one of topology, can have réfd impact on common
electronic devices," said Yakir Hadad, lead author and former postdoc in Alu's group, currently a
professor at TeAviv University, Israel. "Similar ideas can be applied to nonlinear

opticalcircuits and extended to two and thredimensional nonlinear metamaterial421]

Researchers develop heat switch for electronics

Researchers at the University of Illinois at Urb&rempaign have developedhew technology for
switching heat flows 'on' or 'off'. The findings were published in the article "Millimstate liquid
metal droplet thermal switch," which appearedApplied Physics Letters

Switches are used to control many technical productsemgineered systems. Mechanical

switches are used to lock or unlock doors, or to select gears in a car's transmission system.
Electrical switches are used to turn on and off the lights in a room. At a smalleredeatacal
switches in the form of transistors are used to turn electronic devices on and off, or to route logic
signals within a circuit.

Engineers have long desired a switch for heat flows, especially in electronics systems where
controlling heat flows can significantly improve system performance and reliability. There are
however significant challenges in creating such a heat switch.

"Heatflow occurs whenever you have a region of higher temgbure near a region of lower
temperature," said William King, the Andersen Chair Professor in the Department of Mechanical
Science and Engineering and the projectaaxer. "In order to control théeat flow, we

engineered a specific heat flow path between the hot region and cold region, and then created a
way to break the heat flow path when desired."

"The technology is based on the motion of a liquid metal droplet,” said Nenad Miljkovic, Assistant
Profesor in the Department of Mechanical Science and Engineering and the projieadsy. "The
metal droplet can be positioned to connect a heat flow path, or moved away from the heat flow
path in order to limit the heat flow."

The researchers demonstratedethechnology in a system modeled after modern electronics
systems. On one side of the switch there was a heat source representing the power electronics
component, and on the other side of the switch, there was liquid cooling for heat removal. When
the switch was on, they were able to extract heat at more than 10 W/cm2. When the switch was
off, the heatflow dropped by nearly 100X.

Besides King and Miljkovic, other authors of the paper include Paul Braun, Raofestér of

Materials Science and Engineering and the Director of Materials Research Laboratory; and graduate
students Tianyu Yang, Beomjin Kwon and Patricia B. Weisensee (now an assistant professor at
Washington University in St. Louis) from mechanicahsel and engineering and Jin Gu Kang and
Xuejiao Li from materials science and engineering.

King says that the next step for the research is to integratesthiech with power electronics on a
circuit board. Th researchers will have a working prototype later this yE20]
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Converting heat into electricity with pencil and paper

Thermoelectric materials can use thermal differences to generate electricity. Now there is an
inexpensive and environmentally fridly way of producing them with the simplest tools: a pencil,
photocopy paper, and conductive paint. These are sufficient to convert a temperature difference
into electricity via the thermoelectric effect, which has now been demonstrated by a team at the
Hdmbholtz-Zentrum Berlin.

Thethermoelectric effect was discovered almost 200 years ago by Thomas J. Seebeck. If two
metals of different temperatures are brought together, they can develop anratt/oltage. This
effect allows residual heat to be converted partially into electrical energy. Residual heat-is a by
product of almost all technological and natural processes, such as in power plants and household
appliances, not to mention the human t. It is also one of the most undatilised energy sources

in the world.

Tiny effect

However, as useful an effect as it is, it is extremely small in ordinary metals. This is because metals
not only have high electrical conductivity, ugh thermal conductivity as well, so that

differences in temperature disappear immediately. Thermoelectidderials need to havdow

thermal conductivity despite theirhigh electrical conductivity. Thermoelectric devices made of
inorganic semiconductor materials such as bismuthutile are already being used today in certain
technological applications. However, such material systems are expensive and their use only pays
off in certain situations. Researchers are exploring whether flexible, nontoxic organic materials
based on carbn nanostructures, for example, might also be used in the human body.

The team led by Prof. Norbert Nickel at the HZB has now shown that the effect can be obtained
much more simply using a normal H8radepencil, they covered a small area with pencil on
ordinary photocopy paper. As a second material, they applied a transparent, conducipodycoer
paint (PEDOT: PSS) to the surface.

The pencil traces on the paper delivered a voltage comparable to other farexpensive
nanocomposites that are currently used for flexible thermoelectric elements. And this voltage could
be increased tenfold by adding indium selenide to the graphite from the pencil.

The researchers investigated graphite anepodymer coating filrs using a scanning electron
microscope and Raman scattering at HZB. "The results were very surprising for us as well," says
Nickel. "But we have now found an explanation of why this works sa wedl pencil deposit left

on the paper forms a surface charadsed by unordered graphite flakes, some graphene, and clay.
While this only slightly reduces the electrical conductivity, heat is transported much less
effectively.”

These simple constituents might be usable in the future to print extremely inexpensive,
environmentally friendly, and netoxic thermoelectric components onto paper. Such tiny and
flexible components could also be used directly on the body and could use body heat to operate
small devices or sensofd9]
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A new efficient and portable electr ocaloric cooling device

A team of researchers with the University of California and SRI International has developed a new
type of cooling device that is both portable and efficient. In their paper published in the journal
Science, the team describes thagw device and possible applications for its use. Q.M. Zhang and
Tian Zhang with the Pennsylvania State University offer some background on electrocaloric theory
and outline the work done by the team in California in a Perspectives piece in the sama journ
issue.

As most everyone knows, conventional air conditioners are bulky, heavy, use a lot of electricity and
often leak greenhouse gases into the atmosphere. Thus, conditions are ripe for something new.
Some new devices have been developed such as theeutric coolers, which make use of

ceramics, but they are not efficient enough to play a major role in cooling. A more recent
development is the use of devices exploiting the electrocaloric effect, which is where heat moves
through certain materials whean electric current is applied. In this new effort, the researchers

used a polymer as the material.

The new cooling device was made by layering a polymer between a heat sink and a heat source.
Applying electric current to the polymer when it was touchiing heat sink caused its molecules to
line up, which reduced entropy, forcing heat into the sink. The polymer was then moved into
contact with the heat source while the current was turned off. The molecules relaxed, which
caused the temperature to drop.eReating this process resulted in cooling.

The researchers report that the device is extremely efficient, portable and configurable. They
suggest the same technology could be used to create coolers for a chair or hat, for example, or
perhaps to chill smaéphone batteries. They proved this last claim by actually building such a device
and using it to cool down a battery heated by ordinarywuséter only five seconds, the

temperature of the battery had lessened by 8° C. Comparatively, air cooling the battieiged its
temperature just 3° C in 50 seconds. [18]

Fast heat flows in warm, dense aluminum

Thermal conductivity is one of the most crucial physical properties of matter when it comes to
understanding heat transport, hydrodynamic evolution and endrgance in systems ranging
from astrophysical objects to fusion plasmas.

In the warm dense matter (WDM) regime, experimental data are very rare, so many theoretical
models remain untested.

But LLNL researchers have tested theory by developing a platfalied "differential heating" to
conduct thermal conductivity measurements. Just as land and water on Earth heat up differently in
sunlight, a temperature gradient can be induced between two different materials. The subsequent
heat flow from the hotter matrial to the cooler material is detected by timnesolved diagnostics

to determine thermal conductivity.



In an experiment using the Titan laser at the Lab's Jupiter Laser Facility, LLNL researchers and
collaborators achieved the first measurements of i@t conductivity of warm dense aluminam

a prototype material commonly used in model developnebl heating a dualayer target of gold
and aluminum with lasegenerated protons.

"Two simultaneous timeesolved diagnostics provided excellent data for gthid, hotter material,
and aluminum, the colder material," said Andrew Mckelvey, a graduate student from the
University of Michigan and the first author of a paper appearing in Scientific Reports . "The
systematic data sets can constrain both the releasgatign of state (EOS) and thermal
conductivity."

By comparing the data with simulations using five existing thermal conductivity models, the team
found that only two agree with the data. The most commonly used model in WDM, called the
LeeMore model, didot agree with data. "I am glad to see that Purgatorio, an thdsed model,
agrees with the data," said Phil Sterne, LLNauwbor and the group leader of EOS development
and application group in the Physics Division. "This is the first time these theondictivity

models of aluminum have been tested in the WDM regime."

"Discrepancy still exists at early time up to 15 picoseconds," said Elijah Kemp, who is responsible
for the simulation efforts. "This is likely due to requilibrium conditions, anotheactive research
area in WDM."

The team is led by Yuan Ping through her early career project funded by the Department of Energy
Office of Fusion Energy Science Early Career Program. "This platform can be applied to many pairs
of materials and by variodseating methods including particle aneta§y heating,” Ping said. [17]

Controlling heat and particle currents in nanodevices by quantum

observation
Researchers from the Theory Department of the MPSD have realized the control of thermal and
electrical curents in nanoscale devices by means of quantum local observations.

Measurement plays a fundamental role in quantum mechanics. Thekinestn illustration of the
principles of superposition and entanglement is Schrédinger's cat. Invisible from the otiside,
cat resides in a coherent superposition of two states, alive and dead at the same time.

By means of a measurement, this superposition collapses to a concrete state. The cat is now either
dead or alive. In this famous thought experiment, a measureroétite "quantum cat" can be

seen as an interaction with a macroscopic object collapsing the superposition onto a concrete state
by destroying its coherence.

In their new article published in npj Quantum Materials, researchers from the Max Planck énstitut
for the Structure and Dynamics of Matter and collaborators from the University of the Basque
Country (UPV/EHU) and the Bremen Center for Computational Materials Science discovered how a
microscopic quantum observer is able to control thermal and eledtdorrents in nanoscale

devices. Local quantum observation of a system can induce continuous and dynamic changes in its



quantum coherence, which allows better control of particle and energy currents in nanoscale
systems.

Classical noequilibrium thermognamics was developed to understand the flow of particles and
energy between multiple heat and particle reservoirs. The Hs@stwvn example is Clausius'
formulation of the second law of thermodynamics, stating that when two objects with different
temperatures are brought in contact, heat will exclusively flow from the hotter to the colder one.

In macroscopic objects, the observation of this process does not influence the flow of energy and
particles between them. However, in quantum devices, thermodynaromatepts need to be

revisited. When a classical observer measures a quantum system, this interaction destroys most of
the coherence inside the system and alters its dynamical response.

Instead, if a quantum observer acts only locally, the system quantlmarence changes
continuously and dynamically, thus providing another level of control of its properties. Depending
on how strong and where these local quantum observations are performed, novel and surprising
quantum transport phenomena arise.

The groupf Prof.Dr. Angel Rubio at the Theory Department of the MPSD, along with their
colleagues, have demonstrated how the concept of quantum measurements can offer novel
possibilities for a thermodynamical control of quantum transport (heat and particle)coheept
offers possibilities far beyond those obtained using standard classical thermal reservoirs.

The scientists studied this idea in a theoretical quantum ratchet. Within this system, the left and
right side are connected to hot and cold thermal batlespectively. This configuration forces the
energy to flow from hot to cold and the particles to flow clockwise inside the ratchet. The
introduction of a quantum observer, however, inverts the particle4éogent against the natural
direction of the rathett a phenomenon caused by the localized electronic state and the
disruption of the system's symmetry.

Furthermore, the quantum observation is also able to invert the direction of the heat flow,
contradicting the second law of thermodynamics. "Such laeat particle current control might
open the door for different strategies to design quantum transport devices with directionality
control of the injection of currents. There could be applications in thermoelectricity, spintronics,
photonics, and sensingpeng others. These results have been an important contribution to my
PhD thesis," says Robert Biele, first author of the paper.

From a more fundamental point of view, this work highlights the role of a quantum observer. In
contrast to Schrédinger's cat,here the coherent state is destroyed via the interaction with a
macroscopic "observer," here, by introducing a local quantum observer, the coherence is changed
locally and dynamically, allowing researchers to tune between the coherent states of the system.
"This shows how thermodynamics is very different in the quantum regime. Schrédinger's cat
paradox leads to new thermodynamic forces never seen before," says César A. Rodriguez Rosario.

In the near future, the researchers will apply this concept to cdrdpins for applications in spin
injection and novel magnetic memories. Angel Rubio suggests that "The quantum observer
besides controlling the particle and energy transfer at the nanoscateild also observe spins,



select individual components, and givser to spinpolarized currents without spiorbit coupling.
Observation could be used to write a magnetic memory." [16]

Maxwell's demon extracts work from quantum measurement

Physicists have proposed a new type of Maxwell's damibie hypothetical agenthat extracts
work from a system by decreasing the system's entropywhich the demon can extract work just
by making a measurement, by taking advantage of quantum fluctuations and quantum
superposition.

The team of Alexia Aufféeves at CNRS and Univeésséroble Alpes have published a paper on the
new Maxwell's demon in a recent issue of Physical Review Letters.

"In the classical world, thermodynamics teaches us how to extract energy from thermal
fluctuations induced on a large system (such as a gastarwby coupling it to a hot source,"”
Auffeves told Phys.org. "In the quantum world, the systems are small, and they can fluctuate
even if they are not hot, but simply because they are measured. In our paper, we show that it is
possible to extract energyom these genuinely quantum fluctuations, induced by quantum
measurement.”

In the years since James Clerk Maxwell proposed the first demon around 1870, many other
versions have been theoretically and experimentally investigated. Most recently, phyisaists
begun investigating Maxwell's demons that operate in the quantum regime, which could one day
have implications for quantum information technologies.

Most quantum versions of the demon have a couple things in common: They are thermally driven
by a hat bath, and the demon makes measurements to extract information only. The
measurements do not actually extract any work, but rather the information gained by the
measurements allows the demon to act on the system so that energy is always extracted érom th
cycle.

The new Maxwell's demon differs from previous versions in that there is no heat lhiaghdemon

is not thermally driven, but measuremedtiven. Also, the measurements have multiple purposes:
They not only extract information about the state okthystem, but they are also the "fuel” for
extracting work from the system. This is because, when the demon performs a measurement on a
qubit in the proposed system, the measurement projects the qubit from one state into a
superposition of states, which gvides energy to the qubit simply due to the measurement

process. In their paper, the physicists proposed an experiment in which projective quantum non
demolition measurements can be performed with light pulses repeated every 70 nanoseconds or
Sso.

Since ecent experiments have already demonstrated the possibility of performing measurements
at such high frequencies, the physicists expect that the new Maxwell's demon could be readily
implemented using existing technology. In the future, they also plan t&silgate potential
applications for quantum computing.

"This engine is a perfect proof of concept evidencing that quantum measurement has some
energetic footprint," Aufféves said. "Now | would like to reverse the game and use this effect to



estimate the @ergetic cost of quantum tasks, if they are performed in the presence of some
measuring entity. This is the case in a quantum computer, which is continuously 'measured’ by its
surroundings. This effect is called decoherence and is the biggest enemy tfimusomputation.

Our work provides tools to estimate the energy needed to counteract it." [15]

Physicists read Maxwell's Demon's mind
Pioneering research offers a fascinating view into the inner workings of the mind of 'Maxwell's
Demon’, a famous thouglexperiment in physics.

An international research team, including Dr Janet Anders from the University of Exeter, have used
superconducting circuits to bring the 'demon’ to life.

The demon, first proposed by James Clerk Maxwell in 1867, is a hypotheiitgithat can gain
more useful energy from a thermodynamic system than one of the most fundamental laws of
physics the second law of thermodynamicsshould allow.

Crucially, the team not only directly observed the gained energy for the first time, teeyratked
how information gets stored in the demon's memory.

The research is published in the leading scientific journal Proceedings of the National Academy of
Sciences (PNAS).

The original thought experiment was first proposed by mathematical phy3aises Clerk
Maxwelk one of the most influential scientists in histary.50 years ago.

He hypothesised that gas particles in two adjacent boxes could be filtered by a ‘demon' operating
a tiny door, that allowed only fast energy particles to pass in oreetiim and low energy particles
the opposite way.

As a result, one box gains a higher average energy than the other, which creates a pressure
difference. This nomquilibrium situation can be used to gain energy, not unlike the energy
obtained when watestored behind a dam is released.

So although the gas was initially in equilibrium, the demon can create -@aquilibrium situation
and extract energy, bypassing the second law of thermodynamics.

Dr Anders, a leading theoretical physicist from the Ursitgrof Exeter's physics department adds:

"In the 1980s it was discovered that this is not the full story. The information about the particles'
properties remains stored in the memory of the demon. This information leads to an energetic cost
which then redices the demon's energy gain to null, resolving the paradox."

In this research, the team created a quantum Maxwell demon, manifested as a microwave cavity,
that draws energy from a superconducting qubit. The team was able to fully map out the memory
of the demon after its intervention, unveiling the stored information about the qubit state.

Dr Anders adds: "The fact that the system behaves guantum mechanically means that the particle
can have a high and low energy at the same time, not only either oé ttlesices as considered by
Maxwell."



This grounebreaking experiment gives a fascinating peek into the interplay between quantum
information and thermodynamics, and is an important step in the current development of a theory
for nanoscale thermodynamic pcesses.

'‘Observing a Quantum Maxwell demon at Work' is published in PNAS. [14]

Researchers posit way to locally circumvent Second Law of

Thermodynamics

For more than a century and a half of physics, the Second Law of Thermodynamics, which states
that entropy always increases, has been as close to inviolable as any law we know. In this universe,
chaos reigns supreme.

But researchers with the U.S. Department of Energy's (DOE's) Argonne National Laboratory
announced recently that they may have discoveaddtle loophole in this famous maxim.

Their research, published in Scientific Reports, lays out a possible avenue to a situation where the
Second Law is violated on the microscopic level.

The Second Law is underpinned by what is called thieebrem, which says that if you open a door
between two rooms, one hot and one cold, they will eventually settle into lukewarm equilibrium;
the hot room will never end up hotter.

But even in the twentieth century, as our knowledge of quantum mechanics advanceliinite
fully understand the fundamental physical origins of théhEorem.

Recent advancements in a field called quantum information theory offered a mathematical
construction in which entropy increases.

"What we did was formulate how these beautiful &lagt mathematical theories could be
connected to our crude reality,” said Valerii Vinokur, an Argonne Distinguished Fellow and
corresponding author on the study.

The scientists took quantum information theory, which is based on abstract mathematiahsyst
and applied it to condensed matter physics, a vesblored field with many known laws and
experiments.

"This allowed us to formulate the quantumthieorem as it related to things that could be
physically observed," said lvan Sadovskyy, a joint apgoiwith Argonne's Materials Science
Division and the Computation Institute and another author on the paper. "It establishes a
connection between welldocumented quantum physics processes and the theoretical quantum
channels that make up quantum informatiosheory."

The work predicts certain conditions under which th#hidorem might be violated and entropy
in the short ternt might actually decrease.

As far back as 1867, physicist James Clerk Maxwell described a hypothetical way to violate the
Second Lawf a small theoretical being sat at the door between the hot and cold rooms and only
let through particles traveling at a certain speed. This theoretical imp is called "Maxwell's demon."



"Although the violation is only on the local scale, the implicatamesfarreaching,” Vinokur said.
"This provides us a platform for the practical realization of a quantum Maxwell's demon, which
could make possible a local quantum perpetual motion machine."

For example, he said, the principle could be designed intefaderator" which could be cooled
remotelyt that is, the energy expended to cool it could take place anywhere.

The authors are planning to work closely with a team of experimentalists to design a proof
ofconcept system, they said.

The study, "Ftheorem n quantum physics,” was published September 12 in Nature Scientific
Reports. [13]

What is quantum in quantum thermodynamics?

A lot of attention has been given to the differences between the quantum and classical worlds. For
example, quantum entanglemerguperposition, and teleportation are purely quantum

phenomena with no classical counterparts. However, when it comes to certain areas of
thermodynamics specifically, thermal engines and refrigeratorguantum and classical systems

so far appear to be nebridentical. It seems that the same thermodynamic laws that govern the
engines in our vehicles may also accurately describe the tiniest quantum engines consisting of just
a single particle.

In a new study, physicists Raam Uzdin, Amikam Levy, and Rosto#f Kt the Hebrew University
of Jerusalem have investigated whether there is anything distinctly quantum about
thermodynamics at the quantum level, or if "quantum" thermodynamics is really the same as
classical thermodynamics.

For the first time, theyhave shown a difference in the thermodynamics of heat machines on the
quantum scale: in part of the quantum regime, the three main engine typesgtwse, four

stroke, and continuous) are thermodynamically equivalent. This means that, despite opemating i
different ways, all three types of engines exhibit all of the same thermodynamic properties,
including generating the same amounts of power and heat, and doing so at the same efficiency.
This new "thermodynamical equivalence principle" is purely quanagiit depends on quantum
effects, and does not occur at the classical level.

The scientists also showed that, in this quantum regime where all engines are thermodynamically
equivalent, it's possible to extract a quantttirermodynamic signature that furtr confirms the
presence of quantum effects. They did this by calculating an upper limit on the work output of a
classical engine, so that any engine that surpasses this bound must be using a quantum effect
namely, quantum coherenceto generate the additnal work. In this study, quantum coherence,
which accounts for the waviike properties of quantum patrticles, is shown to be critical for power
generation at very fast engine cycles.

"To the best of my knowledge, this is the first time [that a differebeveen quantum and

classical thermodynamics has been shown] in heat machines,” Uzdin told Phys.org. "What has been
surprising [in the past] is that the classical description has still held at the quantum level, as many
authors have shown. The reasons amv understood, and in the face of this classicality, people



have started to stray to other types of research, as it was believed that nothing quantum can pop
up.

Thus, it was very difficult to isolate a generic effect, not just a numerical simuldtespecific
case, with a complementing theory that manages to avoid the classicality and demonstrate
quantum effects in thermodynamic quantities, such as work and heat.”

One important implication of the new results is that quantum effects may significardrease the
performance of engines at the quantum level. While the current work deals with ghagtele
engines, the researchers expect that quantum effects may also emerge inpauitle engines,
where quantum entanglement between particles nagty a role similar to that of coherence. [12]

Physicists confirm thermodynamic irreversibility in a quantum system

The physicists, Tiago Batalh&o at the Federal University of ABC, Brazil, and coauthors, have
published their paper on the experimental denstration of quantum thermodynamic
irreversibility in a recent issue of Physical Review Letters.

Irreversibility at the quantum level may seem obvious to most people because it matches our
observations of the everyday, macroscopic world. However, btiss straightforward to

physicists because the microscopic laws of physics, such as the Schrédinger equation, are "time
symmetric," or reversible. In theory, forward and backward microscopic processes are
indistinguishable.

In reality, however, we onlyliserve forward processes, not reversible ones like broken egg shells
being put back together. It's clear that, at the macroscopic level, the laws run counter to what we
observe. Now the new study shows that the laws don't match what happens at the quéexem
either.

Observing thermodynamic processes in a quantum system is very difficult and has not been done
until now. In their experiment, the scientists measured the entropy change that occurs when
applying an oscillating magnetic field to carbb® aioms in liquid chloroform. They first applied a
magnetic field pulse that causes the atoms' nuclear spins to flip, and then applied the pulse in
reverse to make the spins undergo the reversed dynamics.

If the procedure were reversible, the spins would hesteirned to their starting points but they

didn't. Basically, the forward and reverse magnetic pulses were applied so rapidly that the spins'
flipping couldn't always keep up, so the spins were driven out of equilibrium. The measurements of
the spins indtated that entropy was increasing in the isolated system, showing that the quantum
thermodynamic process was irreversible.

By demonstrating that thermodynamic irreversibility occurs even at the quantum level, the results
reveal that thermodynamic irreveitsility emerges at a genuine microscopic scale. This finding
makes the question of why the microscopic laws of physics don't match our observations even
more pressing. If the laws really are reversible, then what are the physical origins of the time
asymmaeric entropy production that we observe?



The physicists explain that the answer to this question lies in the choice of the initial conditions.
The microscopic laws allow reversible processes only because they begin with "a genuine
equilibrium process fowhich the entropy production vanishes at all times," the scientists write in
their paper. Preparing such an ideal initial state in a physical system is extremely complex, and the
initial states of all observed processes aren't at "genuine equilibrium £wisiwhy they lead to
irreversible processes.

"Our experiment shows the irreversible nature of quantum dynamics, but does not pinpoint,
experimentally, what causes it at the microscopic level, what determines the onset of the arrow of
time," coauthor Mawo Paternostro at Queen's University in Belfast, UK, told Phys.org. "Addressing
it would clarify the ultimate reason for its emergence."

The researchers hope to apply the new understanding of thermodynamics at the quantum level to
high-performance quantuntechnologies in the future.

"Any progress towards the management of finibme thermodynamic processes at the quantum

level is a step forward towards the realization of a fully fledged themaehine that can exploit

the laws of quantum mechanics to ageme the performance limitations of classical devices,"
Paternostro said. "This work shows the implications for reversibility (or lack thereof) of
nonequilibrium quantum dynamics. Once we characterize it, we can harness it at the technological
level." [1]

Physicists put the arrow of time under a quantum microscope
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Diagram showing the spin of a carbon atom in a chloroform molecule

Disorder, or entropy, in a microscopic quantum system has been measured by an international
group of physicists. The teanopes that the feat will shed light on the "arrow of time": the
observation that time always marches towards the future. The experiment involved continually
flipping the spin of carbon atoms with an oscillating magnetic field and links the emergenee of th
arrow of time to quantum fluctuations between one atomic spin state and another.



"That is why we remember yesterday and not tomorrow," explains group member Roberto Serra, a
physicist specializing in quantum information at the Federal University ofrfAB&hto André,

Brazil. At the fundamental level, he says, quantum fluctuations are involved in the asymmetry of
time.

Egging on

The arrow of time is often taken for granted in the everyday world. We see an egg breaking, for
example, yet we never see thyelk, white and shell fragments come back together again to
recreate the egg. It seems obvious that the laws of nature should not be reversible, yet there is
nothing in the underlying physics to say so.

The dynamical equations of an egg breaking ruhgsswell forwards as they do backwards.

Entropy, however, provides a window onto the arrow of time. Most eggs look alike, but a broken
egg can take on any number of forms: it could be neatly cracked open, scrambled, splattered all
over a pavement, and samn. A broken egg is a disordered stgtthat is, a state of greater entropy

¢ and because there are many more disordered than ordered states, it is more likely for a system
to progress towards disorder than order.

This probabilistic reasoning is encaladed in the second law of thermodynamics, which states
that the entropy of a closed system always increases over time.

According to the second law, time cannot suddenly go backwards because this would require
entropy to decrease. It is a convincing argnt for a complex system made up of a great many
interacting particles, like an egg, but what about a system composed of just one particle?

Murky territory

Serra and colleagues have delved into this murky territory with measurements of entropy in an
ensmble of carborl3 atoms contained in a sample of liquid chloroform. Although the sample
contained roughly a trillion chloroform molecules, the Aateracting quantum nature of the
molecules meant that the experiment was equivalent to performing the sareasurement on a
single carbon atom, one trillion times.

Serra and colleagues applied an oscillating external magnetic field to the sample, which continually
flipped the spin state of a carbon atom between up and down.

They ramped up the intensity of ¢tfield oscillations to increase the frequency of the dfipping,
and then brought the intensity back down again.

Had the system been reversible, the overall distribution of carbon spin states would have been the
same at the end as at the start of tipeocess. Using nuclear magnetic resonance and quantum
state tomography, however, Serra and colleagues measured an increase in disorder among the
final spins. Because of the quantum nature of the system, this was equivalent to an increase in
entropy in a sigle carbon atom.

According to the researchers, entropy rises for a single atom because of the speed with which it is
forced to flip its spin. Unable to keep up with the figskcillation intensity, the atom begins to



fluctuate randomly, like an inexpeneed dancer failing to keep pace with-tgmpo music. "It's
easier to dance to a slow rhythm than a fast one," says Serra.

Many questions remain

The group has managed to observe the existence of the arrow of time in a quantum system, says
experimentalistMark Raizen of the University of Texas at Austin in the US, who has also studied
irreversibility in quantum systems. But Raizen stresses that the group has not observed the "onset”
of the arrow of time. "This [study] does not close the book on our undedihg of the arrow of

time, and many questions remain,” he adds.

One of those questions is whether the arrow of time is linked to quantum entanglegiéet
phenomenon whereby two particles exhibit instantaneous correlations with each other, even
when s@arated by vast distances. This idea is nearly 30 years old and has enjoyed a recent
resurgence in popularity. However, this link is less to do with growing entropy and more to do with
an unstoppable dispersion of quantum information.

Indeed, Serra beli@s that by harnessing quantum entanglement, it may even be possible to
reverse the arrow of time in a microscopic system. "We're working on it," he says. "In the next
generation of

our experiments on quantum thermodynamics we will explore such aspet@.” [

Small entropy changes allow quantum measurements to be nearly
reversed

In 1975, Swedish physicist Goran Lindblad developed a theorem that describes the change in
entropy that occurs during a quantum measurement. Today, this theorem is a foundationa
component of quantum information theory, underlying such important concepts as the uncertainty
principle, the second law of thermodynamics, and data transmission in quantum communication
systems.

Now, 40 years later, physicist Mark M. Wilde, Assistaotd3sor at Louisiana State University, has
improved this theorem in a way that allows for understanding how quantum measurements can be
approximately reversed under certain circumstances. The new results allow for understanding how
quantum information thahas been lost during a measurement can be nearly recovered, which has
potential implications for a variety of quantum technologies.

Quantum relative entropy never increases

Most people are familiar with entropy as a measure of disorder and theHatw'entropy never
decreasest' it either increases or stays the same during a thermodynamic process, according to
the second law of thermodynamics. However, here the focus is on "quantum relative entropy,"
which in some sense is the negative of entropyth&oreverse is true: quantum relative entropy
never increases, but instead only decreases or stays the same.



In fact, this was the entropy inequality theorem that Lindblad proved in 1975: that the quantum
relative entropy cannot increase after a measurm In this context, quantum relative entropy is
interpreted as a measure of how well one can distinguish between two quantum states, so it's this
distinguishability that can never increase. (Wilde describes a proof of Lindblad's result in greater
detailin his textbook Quantum Information Theory, published by Cambridge University Press.)

One thing that Lindblad's proof doesn't address, however, is whether it makes any difference if the
quantum relative entropy decreases by a little or by a lot after asneement.

In the new paper, Wilde has shown that, if the quantum relative entropy decreases by only a little,
then the quantum measurement (or any other type ofcaled "quantum physical evolution") can
be approximately reversed.

"When looking at Linolad's entropy inequality, a natural question is to wonder what we could say

if the quantum relative entropy goes down only by a little when the quantum physical evolution is
applied,” Wilde told Phys.org. "It is quite reasonable to suspect that we mehable to

approximately reverse the evolution. This was arguably open since the work of Lindblad in 1975,
addressed in an important way by Denes Petz in the late 1980s (for the case in which the quantum
relative entropy stays the same under the actiontoé evolution), and finally formulated as a
conjecture around 2008 by Andreas Winter. What my work did was to prove this result as a
theorem: if the quantum relative entropy goes down only by a little under a quantum physical
evolution, then we can approxiately reverse its action."”

Wide implications

Wilde's improvements to Lindblad's theorem have a variety of implications, but the main one that
Wilde discusses in his paper is how the new results allow for recovering quantum information.

"If the decrease in quantum relative entropy between two quantum states after a quantum
physical evolution is relatively small," he said, "then it is possible to perform a recovery operation,
such that one can perfectly recover one state while approximately recoviréngther. This can

be interpreted as quantifying how well one can reverse a quantum physical evolution." So the
smaller the relative entropy decrease, the better the reversal process.

The ability to recover quantum information could prove useful for quamerror correction, which
aims to protect quantum information from damaging external effects. Wilde plans to address this
application more in the future with his colleagues.

As Wilde explained, Lindblad's original theorem can also be used to provedhgainty principle
of quantum mechanics in terms of entropies, as well as the second law of thermodynamics for
quantum systems, so the new results have implications in these areas, as well.

"Lindblad's entropy inequality underlies many limiting statertseim some cases said to be
physical laws or principles," Wilde said. "Examples are the uncertainty principle and the second law
of thermodynamics. Another example is that this entropy inequality is the core step in determining



limitations on how much datwe can communicate over quantum communication channels. We
could go as far as to say that the above entropy inequality constitutes a fundamental law of
guantum information theory, which is a direct mathematical consequence of the postulates of
quantum mehanics."

Regarding the uncertainty principle, Wilde and two coauthors, Mario Berta and Stephanie Wehner,
discuss this angle in a forthcoming paper. They explain that the uncertainty principle involves
quantum measurements, which are a type of quantumgitgl evolution and therefore subject to
Lindblad's theorem. In one formulation of the uncertainty principle, two experiments are

performed on different copies of the same quantum state, with both experimental outcomes
having some uncertainty.

"The uncerginty principle is the statement that you cannot generally make the uncertainties of
both experiments arbitrarily small, i.e., there is generally a limitation,” Wilde said. "It is now known
that a statement of the uncertainty principle in terms of entrapiean be proved by using the
‘decrease of quantum relative entropy inequality." So what the new theorem allows for doing is
relating the uncertainties of the measurement outcomes to how well we could try to reverse the
action of one of the measurements. attis, there is now a single mathematical inequality which
captures all of these notions."

In terms of the second law of thermodynamics, Wilde explains how the new results have
implications for reversing thermodynamic processes in both classical andumaystems.

"The new theorem allows for quantifying how well we can approximately reverse a thermodynamic
transition from one state to another without using any energy at all," he said.

He explained that this is possible due to the connection betweeropgt energy, and work.
According to the second law of thermodynamics, a thermodynamic transition from one quantum
state to another is allowed only if the free energy decreases from the original state to the final
state. During this process, one can gairk and store energy. This law can be rewritten as a
statement involving relative entropies and can be proved as a consequence of the decrease of
quantum relative entropy.

"What my new work with Stephanie Wehner and Mischa Woods allows for is a refinerfiis
statement," Wilde said. "We can say that if the free energy does not go down by very much under
a thermodynamic transition (i.e., if there is not too much work gained in the process), then it is
possible to go back approximately to the originake from the final state, without investing any

work at all. The key word here is that you can go back only approximately, so we are not in
violation of the second law, only providing a refinement of it."

In addition to these implications, the new theonecan also be applied to other research topics in
guantum information theory, including the Holevo bound, quantum discord, and multipartite
information measures.

Wilde's work was funded in part by The DARPA Quiness program (ending now), which focused on
gquantum key distribution, or using quantum mechanics to ensure secret communication between
two parties. He describes more about this application, in particular how Alice and Bob might use a



quantum state to share secrets that can be kept private from aresdropper Eve (and help them
survive being attacked by a bear), in a recent blog post. [9]

Tricking the uncertainty principle

"If you want to know where something is, you have to scatter something off of it," explains
Professor of Applied Physics Keichwab, who led the study. "For example, if you shine light at an
object, the photons that scatter off provide information about the object. But the photons don't all
hit and scatter at the same time, and the random pattern of scattering creates quantum
fluctuations't that is, noise. "If you shine more light, you have increased sensitivity, but you also
have more noise. Here we were looking for a way to beat the uncertainty principlancrease
sensitivity but not noise."

Schwab and his colleagues bedgndeveloping a way to actually detect the noise produced during
the scattering of microwaveselectromagnetic radiation that has a wavelength longer than that of
visible light. To do this, they delivered microwaves of a specific frequency to a superdngduct
electronic circuit, or resonator, that vibrates at 5 gigahertr 5 billion times per second. The
electronic circuit was then coupled to a mechanical device formed of two metal plates that vibrate
at around 4 megaheriz or 4 million times per second. &wesearchers observed that the quantum
noise of the microwave field, due to the impact of individual photons, made the mechanical device
shake randomly with an amplitude of 11 meters, about the diameter of a proton.

"Our mechanical device is a tinyusge of aluminurm only 40 microns long, or about the diameter

of a hair. We think of quantum mechanics as a good description for the behaviors of atoms and
electrons and protons and all of that, but normally you don't think of these sorts of quantum
effectsmanifesting themselves on somewhat macroscopic objects," Schwab says. "This is a physical
manifestation of the uncertainty principle, seen in single photons impacting a somewhat
macroscopic thing."

Once the researchers had a reliable mechanism for detgdhe forces generated by the quantum
fluctuations of microwaves on a macroscopic object, they could modify their electronic resonator,
mechanical device, and mathematical approach to exclude the noise of the position and motion of
the vibrating metal m@tes from their measurement.

The experiment shows that a) the noise is present and can be picked up by a detector, and b) it can
be pushed to someplace that won't affect the measurement. "It's a way of tricking the uncertainty
principle so that you can dli up the sensitivity of a detector without increasing the noise," Schwab
says.

Although this experiment is mostly a fundamental exploration of the quantum nature of
microwaves in mechanical devices, Schwab says that this line of research could orssldaythe
observation of quantum mechanical effects in much larger mechanical structures. And that, he
notes, could allow the demonstration of strange quantum mechanical properties like superposition
and entanglement in large objeatdor example, allowing macroscopic object to exist in two

places at once.



"Subatomic particles act in quantum waythey have a wawike nature and so can atoms, and
so can whole molecules since they're collections of atoms,"

Schwab says. "So the question then is: Can yakenbigger and bigger objects behave in these
weird wavelike ways? Why not? Right now we're just trying to figure out where the boundary of
quantum physics is, but you never know." [8]

Particle Measurement Sidesteps the Uncertainty Principle

Quantum nechanics imposes a limit on what we can know about subatomic particles. If physicists
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a new experiment has managed to circumvent thistullee socalled uncertaity principler by
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momentum, too.

The uncertainty principle, formulated by Werner Heisenberg in 1927, is a consequence of the

fuzziness of the universe aticnoscopic scales. Quantum mechanics revealed that particles are not

just tiny marbles that act like ordinary objects we can see and touch. Instead of being in a

particular place at a particular time, particles actually exist in a haze of probability.chlaeices of

being in any given state are described by an equation called the quantum wavefunction. Any
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the measured characteristic and eliminating the pb#ity of knowing anything about its related

properties.

Recently, physicists decided to see if they could overcome this limitation by using a new
engineering technique called compressive sensing. This tool for making efficient measurements has
already ben applied successfully in digital photographs, MRI scans and many other technologies.
Normally, measuring devices would take a detailed reading and afterward compress it for ease of
use. For example, cameras take large raw files and then convert theomtpressed jpegs. In
compressive sensing, however, engineers aim to compress a signal while measuring it, allowing
them to take many fewer measurementshe equivalent of capturing images as jpegs rather than

raw files.

This same technique of acquiring thenimum amount of information needed for a measurement

seemed to offer a way around the uncertainty principle. To test compressive sensing in the

guantum world, physicist John C. Howell and his team at the University of Rochester set out to

measure the psition and momentum of a photana patrticle of light. They shone a laser through a

box equipped with an array of mirrors that could either point toward or away from a detector at its

end. These mirrors formed a filter, allowing photons through in some pland blocking them in

others. If a photon made it to the detector, the physicists knew it had been in one of the locations
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precise momentum measurement, however, is better than no momentugasurement at all.
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powerful for developing technologies suchcqgntum cryptography and quantum computers,

which aim to harness the fuzzy quantum properties of particles for technological applications. The

more information quantum measurements can acquire, the better such technologies could work.

| 26t | YRQA offieks IS\ e¥fiSeyitiguantum measurement than has traditionally been

possible, says Aephraim M. Steinberg, a physicist at the University of Toronto who was not
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have found a way to get more data with less measurememtmore bangs for their buck. [7]

A new experiment shows that measuring a quantum system d oes not

necessarily introduce uncertainty

Contrary to what many students are taught, quantum uncertainty may not always be in the eye of
the beholder. A new experiment shows that measuring a quantum system does not necessarily
introduce uncertainty. Thetudy overthrows a common classroom explanation of why the
quantum world appears so fuzzy, but the fundamental limit to what is knowable at the smallest
scales remains unchanged.

At the foundation of quantum mechanics is the Heisenberg uncertainty ptindimply put, the
principle states that there is a fundamental limit to what one can know about a quantum system.
For example, the more precisely one knows a particle's position, the less one can know about its
momentum, and vice versa. The limit is eegsed as a simple equation that is straightforward to
prove mathematically.

Heisenberg sometimes explained the uncertainty principle as a problem of making measurements.
His most welknown thought experiment involved photographing an electron. To takepiicture,

a scientist might bounce a light particle off the electron's surface. That would reveal its position,
but it would also impart energy to the electron, causing it to move. Learning about the electron's
position would create uncertainty in its keity; and the act of measurement would produce the
uncertainty needed to satisfy the principle.

Physics students are still taught this measuremdisturbance version of the uncertainty principle

in introductory classes, but it turns out that it's ndivays true. Aephraim Steinberg of the

University of Toronto in Canada and his team have performed measurements on photons (particles
of light) and showed that the act of measuring can introduce less uncertainty than is required by

| SA &Sy oS NA eiotalUNSeriaiGy df h&t dan be known about the photon's properties,
however, remains above Heisenberg's limit.



Delicate measurement

Steinberg's group does not measure position and momentum, but rather two different inter

related properties of a ptton: its polarization states. In this case, the polarization along one plane

Ad AYOUNARyaaroOrtte GASR (2 GKS LREIFINATFGAZ2Y |f2y3 Gl
to the certainty with which both states can be known.
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enough to disturb it, but enough to produce a rough sense of its orientation. Next, they measured

the polarization in the second plane. Then they made an exact, or 'strong’, measirefrihe

first polarization to see whether it had been disturbed by the second measurement.

When the researchers did the experiment multiple times, they found that measurement of one
polarization did not always disturb the other state as much as themaioty principle predicted.

In the strongest case, the induced fuzziness was as little as half of what would be predicted by the
uncertainty principle.
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he says.

The latest experiment is the second to make a measurement below the uncertainty noise limit.
Earlier this year, Yuji Hasegawa, a physicist at the Vienna University of Technology in Austria,
measured groups ofgutron spins and derived results well below what would be predicted if
measurements were inserting all the uncertainty into the system.
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"This is the most dect experimental test of the Heisenberg measuremdisturbance uncertainty

principle," says Howard Wiseman, a theoretical physicist at Griffith University in Brisbane, Australia

"Hopefully it will be useful for educating textbook writers so they knoat the naive

measurementdisturbance relation is wrong."

Shaking the old measuremenhcertainty explanation may be difficult, however. Even after doing
the experiment, Steinberg still included a question about how measurements create uncertainty on
a re@nt homework assignment for his students. "Only as | was grading it did | realize that my
homework assignment was wrong," he says. "Now | have to be more careful." [6]

Quantum entanglement

Measurements of physical properties such as position, momentpin, polarization, etc.

performed on entangled particles are found to be appropriately correlated. For example, if a pair of
particles is generated in such a way that their total spin is known to be zero, and one particle is
found to have clockwise spima@ certain axis, then the spin of the other particle, measured on the
same axis, will be found to be counterclockwise. Because of the nature of quantum measurement,
however, this behavior gives rise to effects that can appear paradoxical: any measudraent
property of a particle can be seen as acting on that particle (e.g. by collapsing a number of



superimposed states); and in the case of entangled particles, such action must be on the entangled
system as a whole. It thus appears that one particle adfrstangled pair "knows" what

measurement has been performed on the other, and with what outcome, even though there is no
known means for such information to be communicated between the particles, which at the time

of measurement may be separated by arhiilalarge distances. [4]

The Bridge

The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but
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the bridge betwea the Classical and Quantum Theories. [1]

Accelerating charges

The moving charges are self maintain the electromagnetic field locally, causing their movement
and this is the result of their acceleration under the force of this field. In the clashigsitp the
charges will distributed along the electric current so that the electric potential lowering along the
current, by linearly increasing the way they take every next time period because this accelerated
motion. The same thing happens on the atostgele giving a dp impulse difference and a dx way
difference between the different part of the not point like particles.

Relativistic effect

Another bridge between the classical and quantum mechanics in the realm of relativity is that the
charge disttbution is lowering in the reference frame of the accelerating charges linearly: ds/dt =
at (time coordinate), but in the reference frame of the current it is parabolic: s = ég2ometric
coordinate).

Heisenberg Uncertainty Relation

In the atomic sale the Heisenberg uncertainty relation gives the same result, since the moving
electron in the atom accelerating in the electric field of the proton, causing a charge distribution on
delta x position difference and with a delta p momentum difference sualay that they product

is about the half Planck reduced constant. For the proton this delta x much less in the nucleon,
than in the orbit of the electron in the atom, the delta p is much higher because of the greater
proton mass.

This means that the el&on and proton are not point like particles, but has a real charge
distribution.

Wave z Particle Duality
The accelerating electrons explains the wg\ygarticle duality of the electrons and photons, since
the elementary charges are distributed on dettposition with delta p impulse and creating a
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wave packet of the electron. The photon gives the electromagnetic particle of the mediating force
of the electrons electromagnetic field with the same distribution of wavelengths.

Atomic model

The constatly accelerating electron in the Hydrogen atom is moving on the equipotential line of

the proton and it's kinetic and potential energy will be constant. Its energy will change only when it
is changing its way to another equipotential line with another gaitipotential energy or getting

free with enough kinetic energy. This means that the Ruther®otir atomic model is right and

only that changing acceleration of the electric charge causes radiation, not the steady acceleration.
The steady acceleration tife charges only creates a centric parabolic steady electric field around
the charge, the magnetic field. This gives the magnetic moment of the atoms, summing up the
proton and electron magnetic moments caused by their circular motions and spins.

The Relativistic Bridge

Commonly accepted idea that the relativistic effect on the particle physics it is the fermions' spin
another unresolved problem in the classical concepts. If the electric charges can move only with
accelerated motions in the self ma&ining electromagnetic field, once upon a time they would
reach the velocity of the electromagnetic field. The resolution of this problem is the spinning
particle, constantly accelerating and not reaching the velocity of light because the acceleration is
radial. One origin of the Quantum Physics is the Planck Distribution Law of the electromagnetic
oscillators, giving equal intensity for 2 different wavelengths on any temperature. Any of these two
wavelengths will give equal intensity diffraction patterhsjlding different asymmetric
constructions, for example protorelectron structures (atoms), molecules, etc. Since the particles
are centers of diffraction patterns they also have partiigave duality as the electromagnetic
waves have. [2]

The weak interaction

The weak interaction transforms an electric charge in the diffraction pattern from one side to the
other side, causing an electric dipole momentum change, which violates the CP and time reversal
symmetry. The Electroweak Interaction showattthe Weak Interaction is basically

electromagnetic in nature. The arrow of time shows the entropy grows by changing the
temperature dependent diffraction patterns of the electromagnetic oscillators.

Another important issue of the quark model is whereaquark changes its flavor such that a linear
oscillation transforms into plane oscillation or vice versa, changing the charge value with. 1 or
This kind of change in the oscillation mode requires not only parity change, but also charge and
time changegCPT symmetry) resulting a right handed ar&iitrino or a left handed neutrino.

The right handed amtieutrino and the left handed neutrino exist only because changing back the
quark flavor could happen only in reverse, because they are different geimadetonstructions,



the u is 2 dimensional and positively charged and the d is 1 dimensional and negatively charged. It
needs also a time reversal, because anti particle (anti neutrino) is involved.

The neutrino is a 1/2spin creator particle to make elgha spins of the weak interaction, for

example neutron decay to 2 fermions, every particle is fermions with %2 spin. The weak interaction
changes the entropy since more or less particles will give more or less freedom of movement. The
entropy change is eesult of temperature change and breaks the equality of oscillator diffraction
intensity of the Maxwe{Boltzmann statistics. This way it changes the time coordinate measure
and

makes possible a different time dilation as of the special relativity.

The Imit of the velocity of particles as the speed of light appropriate only for electrical charged
particles, since the accelerated charges are self maintaining locally the accelerating electric force.
The neutrinos are CP symmetry breaking particles compedday time in the CPT symmetry, that

is the time coordinate not works as in the electromagnetic interactions, consequently the speed of
neutrinos is not limited by the speed of light.

The weak interaction-asymmetry is in conjunction with thedsymmety of the second law of
thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes
the

weak interaction, for example the Hydrogen fusion.

Probably because it is a spin creating movement changing linear oscillatiafineasional
oscillation by changing d to u quark and creating anti neutrino going back in time relative to the
proton and electron created from the neutron, it seems that the anti neutrino fastest then the
velocity of the photons created also in this weateraction?

A quark flavor changing shows that it is a reflection changes movement and-thacCP

symmetry breaking!!! This flavor changing oscillation could prove that it could be also on higher
level such as atoms, molecules, probably big bio&dgignificant molecules and responsible on the
aging of the life.

Important to mention that the weak interaction is always contains particles and antiparticles,
GKSNBE (KS ySdziNAy2a ol yiAySdziNAy2a0 LINBaSydi
interpretation that these particles present the backward time and probably because this they seem
to move faster than the speed of light in the reference frame of the other side.

Finally since the weak interaction is an electric dipole change with ¥ sgitingy; it is limited by
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light.

The General Weak Interaction

The Weak Interactions-dsymmetry is in conjunction with thedymmetry of the Second Law o
Thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes
for example the Hydrogen fusion. The arrow of time by the Second Law of Thermodynamics shows
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the increasing entropy and decreasing information by the Weak Iotienra, changing the

temperature dependent diffraction patterns. A good example of this is the neutron decay, creating
more particles with less known information about them.

The neutrino oscillation of the Weak Interaction shows that it is a generarigleigbole change

and it is possible to any other temperature dependent entropy and information changing
diffraction pattern of atoms, molecules and even complicated biological living structures.

We can generalize the weak interaction on all of the dewaymatter constructions, even on the
biological too. This gives the limited lifetime for the biological constructions also by the arrow of
time. There should be a new research space of the Quantum Information Science the 'general
neutrino oscillation' foithe greater then subatomic matter structures as an electric dipole change.
There is also connection between statistical physics and evolutionary biology, since the arrow of
time is working in the biological evolution also.

The Fluctuation Theorem saysatithere is a probability that entropy will flow in a direction

opposite to that dictated by the Second Law of Thermodynamics. In this case the Information is
growing that is the matter formulas are emerging from the chaos. So the Weak Interaction has two
directions, samples for one direction is the Neutron decay, and Hydrogen fusion is the opposite
direction.

Fermions and Bosons
The fermions are the diffraction patterns of the bosons such a way that they are both sides of the
same thing.

Van Der Waals force

Named after the Dutch scientist Johannes Diderik van der Waet® first proposed it in 1873 to
explain the behaviour of gasest is a very weak force that only becomes relevant when atoms

and molecules are very close together. Fluctuationtsénelectronic cloud of an atom mean that it

will have an instantaneous dipole moment. This can induce a dipole moment in a nearby atom, the
result being an attractive dipotglipole interaction.

Electromagnetic inertia and mass

Electromagnetic Inductio n
Since the magnetic induction creates a negative electric field as a result of the changing
acceleration, it works as an electromagnetic inertia, causing an electromagnetic mass. [1]

Relativistic change of mass

The increasing mass of the electric des the result of the increasing inductive electric force
acting against the accelerating force. The decreasing mass of the decreasing acceleration is the
result of the inductive electric force acting against the decreasing force. This is the relatigistic
change explanation, especially importantly explaining the mass reduction in case of velocity
decrease.



The frequency dependence of mass

Sinced TandE~m&Y T Hhatiskh®m depends only on the frequency. It means that

the mass of theoroton and electron are electromagnetic and the result of the electromagnetic
induction, caused by the changing acceleration of the spinning and moving charge! It could be that
the myinertial mass is the result of the spin, since this is the only aaté&igrmotion of the electric
charge. Since the accelerating motion has different frequency for the electron in the atom and the
proton, they masses are different, also as the wavelengths on both sides of the diffraction pattern,
giving equal intensity ofadiation.

Electron z Proton mass rate

The Planck distribution law explains the different frequencies of the proton and electron, giving
equal intensity to different lambda wavelengths! Also since the particles are diffraction patterns
they have some cle@ness to each otheg can be seen as a gravitational force. [2]

There is an asymmetry between the mass of the electric charges, for example proton and electron,
can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy
distribution is asymmetric around the maximum intensity, where the annihilation of matter and
antimatter is a high probability event. The asymmetric sides are creating different frequencies of
electromagnetic radiations being in the same intensity level @ampensating each other. One of
these compensating ratios is the electrgproton mass ratio. The lower energy side has no
compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

Gravity from the point of view of quantum physics

The Gravitational force
The gravitational attractive force is basically a magnetic force.

The same electric charges can attract one another by the magnetic force if they are moving parallel
in the same direction. Since the elgcally neutral matter is composed of negative and positive
charges they need 2 photons to mediate this attractive force, one per charges. The Bing Bang
caused parallel moving of the matter gives this magnetic force, experienced as gravitational force.

Shce graviton is a tensor field, it has spin = 2, could be 2 photons with spin = 1 together.

You can think about photons as virtual electppositron pairs, obtaining the necessary virtual
mass for gravity.

The mass as seen before a result of the diticm, for example the protog electron mass rate
Mp=1840 Me. In order to move one of these diffraction maximum (electron or proton) we need to
intervene into the diffraction pattern with a force appropriate to the intensity of this diffraction
maximum, neans its intensity or mass.

The Big Bang caused acceleration created radial currents of the matter, and since the matter is
composed of negative and positive charges, these currents are creating magnetic field and
attracting forces between the parallgioving electric currents. This is the gravitational force



experienced by the matter, and also the mass is result of the electromagnetic forces between the
charged particles. The positive and negative charged currents attracts each other or by the
magneticforces or by the much stronger electrostatic forces!?

The gravitational force attracting the matter, causing concentration of the matter in a small space
and leaving much space with low matter concentration: dark matter and energy.

There is an asymntiy between the mass of the electric charges, for example proton and electron,
can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy
distribution is asymmetric around the maximum intensity, where the annihilationaifer and
antimatter is a high probability event. The asymmetric sides are creating different frequencies of
electromagnetic radiations being in the same intensity level and compensating each other. One of
these compensating ratios is the electrgproton mass ratio. The lower energy side has no
compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

The Higgs boson

By March 2013, the particle had been proven to behave, interact and decay in many of the
expected ways predicted by the Standard Model, and was also tentatively confirmed to have +
parity and zero spin, two fundamental criteria of a Higgs boson, making it also the first known
scalar particle to be discovered in nature, although a numbertedrgbroperties were not fully

proven and some partial results do not yet precisely match those expected; in some cases data is
also still awaited or being analyzed.

Since the Higgs boson is necessary to the W and Z bosons, the dipole change of the Weak
interaction and the change in the magnetic effect caused gravitation must be conducted. The
Wien law is also important to explain the Weak interaction, since it describessthehiinge and
the diffraction patterns change. [2]

Higgs mechanism and Quantum Gravity

The magnetic induction creates a negative electric field, causing an electromagnetic inertia.
Probably it is the mysterious Higgs field giving mass to the charged particles? We can think about
the photon as an electrapositron pair, they have masThe neutral particles are built from

negative and positive charges, for example the neutron, decaying to proton and electron. The wave
¢ particle duality makes sure that the particles are oscillating and creating magnetic induction as an
inertial massexplaining also the relativistic mass change. Higher frequency creates stronger
magnetic induction, smaller frequency results lesser magnetic induction. It seems to me that the
magnetic induction is the secret of the Higgs field.

In particle physics, theliggs mechanism is a kind of mass generation mechanism, a process that
gives mass to elementary particles. According to this theory, particles gain mass by interacting with
the Higgs field that permeates all space. More precisely, the Higgs mechanismsegaioge



bosons in a gauge theory with mass through absorption of Na@bidstone bosons arising in
spontaneous symmetry breaking.

The simplest implementation of the mechanism adds an extra Higgs field to the gauge theory. The
spontaneous symmetry breakimg the underlying local symmetry triggers conversion of
components of this Higgs field to Goldstone bosons which interact with (at least some of) the other
fields in the theory, so as to produce mass terms for (at least some of) the gauge bosons. This
mechanism may also leave behind elementary scalar 8pjparticles, known as Higgs bosons.

In the Standard Model, the phrase "Higgs mechanism" refers specifically to the generation of
masses for the W and Z weak gauge bosons through electroweak symnhesgking. The Large
Hadron Collider at CERN announced results consistent with the Higgs particle on July 4, 2012 but
stressed that further testing is needed to confirm the Standard Model.

What is the Spin?

So we know already that the new particle hasispgro or spin two and we could tell which one if

we could detect the polarizations of the photons produced. Unfortunately this is difficult and

neither ATLAS nor CMS are able to measure polarizations. The only direct and sure way to confirm
that the partcle is indeed a scalar is to plot the angular distribution of the photons in the rest

frame of the centre of mass. A spin zero particles like the Higgs carries no directional information
away from the original collision so the distribution will be evealirirections. This test will be

possible when a much larger number of events have been observed. In the mean time we can
settle for less certain indirect indicators.

The Graviton

In physics, the graviton is a hypothetical elementary particle that nieslidoe force of gravitation
in the framework of quantum field theory. If it exists, the graviton is expected to be massless
(because the gravitational force appears to have unlimited range) and must be-2 lspgson. The
spin follows from the fact thatte source of gravitation is the streesergy tensor, a secoa@nk
tensor (compared to electromagnetism's sgdirphoton, the source of which is the feaurrent, a
first-rank tensor). Additionally, it can be shown that any masslessfigid would giveise to a
force indistinguishable from gravitation, because a massless2sfigdd must couple to (interact
with) the stressenergy tensor in the same way that the gravitational field does. This result
suggests that, if a massless sgiparticle is disavered, it must be the graviton, so that the only
experimental verification needed for the graviton may simply be the discovery of a massle&s spin
particle. [3]

Conclusions
The accelerated charges setfintaining potential shows the locality of thelagvity, working on
the quantum level also. [1]

The Secret of Quantum Entanglement that the particles are diffraction patterns of the
electromagnetic waves and this way their quantum states every time is the result of the quantum
state of the intermediat electromagnetic waves. [2]



One of the most important conclusions is that the electric charges are moving in an accelerated
way and even if their velocity is constant, they have an intrinsic acceleration anyway, the so called
spin, since they need atdst an intrinsic acceleration to make possible they movement .

The bridge between the classical and quantum theory is based on this intrinsic acceleration of the
spin, explaining also the Heisenberg Uncertainty Principle. The partidee duality of tle

electric charges and the photon makes certain that they are both sides of the same thing. Basing
the gravitational force on the accelerating Universe caused magnetic force and the Planck
Distribution Law of the electromagnetic waves caused diffractiseggus the basis to build a

Unified Theory of the physical interactions.
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