Chip Combines Computing and Data Storage

Now, researchers at Stanford University and MIT have built a new chip to overcome this hurdle. [28]

In the quest to make computers faster and more efficient, researchers have been exploring the field of spintronics—shorthand for spin electronics—in hopes of controlling the natural spin of the electron to the benefit of electronic devices. [27]

When two researchers from the Swiss Federal Institute of Technology (ETH Zurich) announced in April that they had successfully simulated a 45-qubit quantum circuit, the science community took notice: it was the largest ever simulation of a quantum computer, and another step closer to simulating "quantum supremacy"—the point at which quantum computers become more powerful than ordinary computers. [26]

Researchers from the University of Pennsylvania, in collaboration with Johns Hopkins University and Goucher College, have discovered a new topological material which may enable fault-tolerant quantum computing. [25]

The central idea of TQC is to encode qubits into states of topological phases of matter (see Collection on Topological Phases). [24]

One promising approach to building them involves harnessing nanometer-scale atomic defects in diamond materials. [23]

Based on early research involving the storage of movies and documents in DNA, Microsoft is developing an apparatus that uses biology to replace tape drives, researchers at the company say. [22]

Our brains are often compared to computers, but in truth, the billions of cells in our bodies may be a better analogy. The squishy sacks of goop may seem a far cry from rigid chips and bundled wires, but cells are experts at taking inputs, running them through a complicated series of logic gates and producing the desired programmed output. [21]

At Caltech, a group of researchers led by Assistant Professor of Bioengineering Lulu Qian is working to create circuits using not the usual silicon transistors but strands of DNA. [20]
Researchers have introduced a new type of “super-resolution” microscopy and used it to discover the precise walking mechanism behind tiny structures made of DNA that could find biomedical and industrial applications. [19]

Genes tell cells what to do—for example, when to repair DNA mistakes or when to die—and can be turned on or off like a light switch. Knowing which genes are switched on, or expressed, is important for the treatment and monitoring of disease. Now, for the first time, Caltech scientists have developed a simple way to visualize gene expression in cells deep inside the body using a common imaging technology. [18]

Researchers at The University of Manchester have discovered that a potential new drug reduces the number of brain cells destroyed by stroke and then helps to repair the damage. [17]

Researchers at the University of Connecticut have uncovered new information about how particles behave in our bloodstream, an important advancement that could help pharmaceutical scientists develop more effective cancer drugs. [16]

For the past 15 years, the big data techniques pioneered by NASA’s Jet Propulsion Laboratory in Pasadena, California, have been revolutionizing biomedical research. On Sept. 6, 2016, JPL and the National Cancer Institute (NCI), part of the National Institutes of Health, renewed a research partnership through 2021, extending the development of data science that originated in space exploration and is now supporting new cancer discoveries. [15]

IBM scientists have developed a new lab-on-a-chip technology that can, for the first time, separate biological particles at the nanoscale and could enable physicians to detect diseases such as cancer before symptoms appear. [14]

Scientists work toward storing digital information in DNA. [13]

Leiden theoretical physicists have proven that DNA mechanics, in addition to genetic information in DNA, determines who we are. Helmut Schiessel and his group simulated many DNA sequences and found a correlation between mechanical cues and the way DNA is folded. They have published their results in PLoS One. [12]

We model the electron clouds of nucleic acids in DNA as a chain of coupled quantum harmonic oscillators with dipole-dipole interaction between nearest neighbours resulting in a van der Waals type bonding. [11]

Scientists have discovered a secret second code hiding within DNA which instructs cells on how genes are controlled. The amazing discovery is expected
to open new doors to the diagnosis and treatment of diseases, according to a new study. [10]

There is also connection between statistical physics and evolutionary biology, since the arrow of time is working in the biological evolution also.

From the standpoint of physics, there is one essential difference between living things and inanimate clumps of carbon atoms: The former tend to be much better at capturing energy from their environment and dissipating that energy as heat. [8]

This paper contains the review of quantum entanglement investigations in living systems, and in the quantum mechanically modeled photoactive prebiotic kernel systems. [7]

The human body is a constant flux of thousands of chemical/biological interactions and processes connecting molecules, cells, organs, and fluids, throughout the brain, body, and nervous system. Up until recently it was thought that all these interactions operated in a linear sequence, passing on information much like a runner passing the baton to the next runner. However, the latest findings in quantum biology and biophysics have discovered that there is in fact a tremendous degree of coherence within all living systems.

The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but the Heisenberg Uncertainty Relation, the Wave-Particle Duality and the electron’s spin also, building the Bridge between the Classical and Quantum Theories.

The Planck Distribution Law of the electromagnetic oscillators explains the electron/proton mass rate and the Weak and Strong Interactions by the diffraction patterns. The Weak Interaction changes the diffraction patterns by moving the electric charge from one side to the other side of the diffraction pattern, which violates the CP and Time reversal symmetry.

The diffraction patterns and the locality of the self-maintaining electromagnetic potential explains also the Quantum Entanglement, giving it as a natural part of the Relativistic Quantum Theory and making possible to understand the Quantum Biology.
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Preface

Scientists have discovered a secret second code hiding within DNA which instructs cells on how genes are controlled. The amazing discovery is expected to open new doors to the diagnosis and treatment of diseases, according to a new study. Ever since the genetic code was deciphered over 40 years ago, scientists have believed that it only described how proteins are made. However, the
revelation made by the research team led by John Stamatoyannopoulos of the University of Washington indicates that genomes use the genetic code to write two separate languages. [10]

Jeremy England, a 31-year-old assistant professor at the Massachusetts Institute of Technology, has derived a mathematical formula that he believes explains this capacity. The formula, based on established physics, indicates that when a group of atoms is driven by an external source of energy (like the sun or chemical fuel) and surrounded by a heat bath (like the ocean or atmosphere), it will often gradually restructure itself in order to dissipate increasingly more energy. This could mean that under certain conditions, matter inexorably acquires the key physical attribute associated with life. [8]

We define our modeled self-assembled supramolecular photoactive centers, composed of one or more sensitizer molecules, precursors of fatty acids and a number of water molecules, as a photoactive prebiotic kernel system. [7]

The human body is a constant flux of thousands of chemical/biological interactions and processes connecting molecules, cells, organs, and fluids, throughout the brain, body, and nervous system. Up until recently it was thought that all these interactions operated in a linear sequence, passing on information much like a runner passing the baton to the next runner. However, the latest findings in quantum biology and biophysics have discovered that there is in fact a tremendous degree of coherence within all living systems. [5]

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are generated or interact in ways such that the quantum state of each particle cannot be described independently – instead, a quantum state may be given for the system as a whole. [4]

I think that we have a simple bridge between the classical and quantum mechanics by understanding the Heisenberg Uncertainty Relations. It makes clear that the particles are not point like but have a dx and dp uncertainty.

**Three-dimensional chip combines computing and data storage**
As embedded intelligence is finding its way into ever more areas of our lives, fields ranging from autonomous driving to personalized medicine are generating huge amounts of data. But just as the flood of data is reaching massive proportions, the ability of computer chips to process it into useful information is stalling.

Now, researchers at Stanford University and MIT have built a new chip to overcome this hurdle. The results are published today in the journal Nature, by lead author Max Shulaker, an assistant professor of electrical engineering and computer science at MIT. Shulaker began the work as a PhD student alongside H.-S. Philip Wong and his advisor Subhasish Mitra, professors of electrical engineering and computer science at Stanford. The team also included professors Roger Howe and Krishna Saraswat, also from Stanford.

Computers today comprise different chips cobbled together. There is a chip for computing and a separate chip for data storage, and the connections between the two are limited. As applications analyze increasingly massive volumes of data, the limited rate at which data can be moved between
different chips is creating a critical communication "bottleneck." And with limited real estate on the
chip, there is not enough room to place them side-by-side, even as they have been miniaturized (a
phenomenon known as Moore's Law).

To make matters worse, the underlying devices, transistors made from silicon, are no longer
improving at the historic rate that they have for decades.

The new prototype chip is a radical change from today's chips. It uses multiple nanotechnologies,
together with a new computer architecture, to reverse both of these trends.

Instead of relying on silicon-based devices, the chip uses carbon nanotubes, which are sheets of 2-D
graphene formed into nanocylinders, and resistive random-access memory (RRAM) cells, a type of
nonvolatile memory that operates by changing the resistance of a solid dielectric material. The
researchers integrated over 1 million RRAM cells and 2 million carbon nanotube field-effect
transistors, making the most complex nanoelectronic system ever made with emerging
nanotechnologies.

The RRAM and carbon nanotubes are built vertically over one another, making a new, dense 3-D
computer architecture with interleaving layers of logic and memory. By inserting ultradense wires
between these layers, this 3-D architecture promises to address the communication bottleneck.

However, such an architecture is not possible with existing silicon-based technology, according to
the paper's lead author, Max Shulaker, who is a core member of MIT's Microsystems Technology
Laboratories. "Circuits today are 2-D, since building conventional silicon transistors involves
extremely high temperatures of over 1,000 degrees Celsius," says Shulaker. "If you then build a
second layer of silicon circuits on top, that high temperature will damage the bottom layer of
circuits."

The key in this work is that carbon nanotube circuits and RRAM memory can be fabricated at much
lower temperatures, below 200 C. "This means they can be built up in layers without harming the
circuits beneath," Shulaker says.

This provides several simultaneous benefits for future computing systems. "The devices are better:
Logic made from carbon nanotubes can be an order of magnitude more energy-efficient compared
to today's logic made from silicon, and similarly, RRAM can be denser, faster, and more energy-
efficient compared to DRAM," Wong says, referring to a conventional memory known as dynamic
random-access memory.

"In addition to improved devices, 3-D integration can address another key consideration in systems:
the interconnects within and between chips," Saraswat adds.

"The new 3-D computer architecture provides dense and fine-grained integration of computating
and data storage, drastically overcoming the bottleneck from moving data between chips," Mitra
says. "As a result, the chip is able to store massive amounts of data and perform on-chip processing
to transform a data deluge into useful information."
To demonstrate the potential of the technology, the researchers took advantage of the ability of carbon nanotubes to also act as sensors. On the top layer of the chip they placed over 1 million carbon nanotube-based sensors, which they used to detect and classify ambient gases.

Due to the layering of sensing, data storage, and computing, the chip was able to measure each of the sensors in parallel, and then write directly into its memory, generating huge bandwidth, Shulaker says.

"One big advantage of our demonstration is that it is compatible with today's silicon infrastructure, both in terms of fabrication and design," says Howe.

"The fact that this strategy is both CMOS [complementary metal-oxide-semiconductor] compatible and viable for a variety of applications suggests that it is a significant step in the continued advancement of Moore's Law," says Ken Hansen, president and CEO of the Semiconductor Research Corporation, which supported the research. "To sustain the promise of Moore's Law economics, innovative heterogeneous approaches are required as dimensional scaling is no longer sufficient. This pioneering work embodies that philosophy."

The team is working to improve the underlying nanotechnologies, while exploring the new 3-D computer architecture. For Shulaker, the next step is working with Massachusetts-based semiconductor company Analog Devices to develop new versions of the system that take advantage of its ability to carry out sensing and data processing on the same chip.

So, for example, the devices could be used to detect signs of disease by sensing particular compounds in a patient’s breath, says Shulaker.

"The technology could not only improve traditional computing, but it also opens up a whole new range of applications that we can target," he says. "My students are now investigating how we can produce chips that do more than just computing."

"This demonstration of the 3-D integration of sensors, memory, and logic is an exceptionally innovative development that leverages current CMOS technology with the new capabilities of carbon nanotube field-effect transistors," says Sam Fuller, CTO emeritus of Analog Devices, who was not involved in the research. "This has the potential to be the platform for many revolutionary applications in the future." [28]

**Physicists put new spin on computer technology**

New research from a team of DU physicists has the potential to serve as the foundation for next-generation computer technology.

In the quest to make computers faster and more efficient, researchers have been exploring the field of spintronics—shorthand for spin electronics—in hopes of controlling the natural spin of the electron to the benefit of electronic devices. The discovery, made by Professor Barry Zink and his colleagues, opens a new era for experimental and theoretical studies of spin transport, a method of harnessing that natural magnetization, or spin, of electrons.
"Our approach requires a fundamentally different way of thinking about the nature of how spin moves through a material," Zink says.

Computers currently rely on electrons to process information, moving data through tiny, nano-sized wires. These electrons generate heat, however, as they travel through the wires. This heat, along with other factors, limits computer speed.

Past research has successfully demonstrated spin transport using crystalline, or ordered, materials as magnetic insulators. In Zink’s new study, recently published in Nature Physics, the team was able to demonstrate spin transport through a synthetic material that is notably amorphous, or non-ordered, both magnetically and structurally.

The discovery is significant because manufacturing this amorphous synthetic material, known as yttrium iron garnet, is easier than growing the silicon crystals currently used in computer processors.

Physicists put new spin on computer technology

Prof. Barry Zink shows where his team grows amorphous magnetic insulators. Credit: University of Denver

"The existing materials known to have this type of spin transport are difficult to produce," Zink says. "Our material is very easy to produce, simple to work with and potentially more cost-effective."

Dean Andrei Kutateladze of the Division of Natural Sciences and Mathematics emphasizes the significance of the team’s findings.

"This spectacular result from the Zink research group amply illustrates the vibrant research environment in the division, where teacher-scholars create new knowledge working hand-in-hand with students," he says. "It also underscores the critical importance of support for fundamental research. Just as basic research in Bell Labs in the '50s and '60s paved the way for smartphones and other wonders of the current technological revolution, physicists such as Dr. Zink are building platforms for the next great technological leap."

The research team includes Davor Balzar, chair of DU’s Department of Physics and Astronomy, graduate students Devin Wesenberg and Rachel Bennett, newly minted doctorate holder Alex Hojem and colleagues at Colorado State University. The scientists carried out their research using custom-designed micromachined thermal isolation platforms in DU’s physics laboratories. The team’s next step is to undertake more testing and verification.

"We’re looking to see if we can reproduce this in different types of amorphous materials, as not a lot is known about such materials," Zink says. "Twenty years from now, they could be an important part of how computers work."

A core mission of DU’s Division of Natural Sciences and Mathematics is to offer students unprecedented access to research opportunities. By working alongside distinguished faculty mentors in state-of-the-art facilities, undergraduates and graduates are able to apply their newfound knowledge to research that changes lives and challenges ideas. [27]
Record-breaking 45-qubit quantum computing simulation run at NERSC

When two researchers from the Swiss Federal Institute of Technology (ETH Zurich) announced in April that they had successfully simulated a 45-qubit quantum circuit, the science community took notice: it was the largest ever simulation of a quantum computer, and another step closer to simulating "quantum supremacy"—the point at which quantum computers become more powerful than ordinary computers.

The computations were performed at the National Energy Research Scientific Computing Center (NERSC), a DOE Office of Science User Facility at the U.S. Department of Energy's Lawrence Berkeley National Laboratory. Researchers Thomas Häner and Damien Steiger, both Ph.D. students at ETH, used 8,192 of 9,688 Intel Xeon Phi processors on NERSC's newest supercomputer, Cori, to support this simulation, the largest in a series they ran at NERSC for the project.

"Quantum computing" has been the subject of dedicated research for decades, and with good reason: quantum computers have the potential to break common cryptography techniques and simulate quantum systems in a fraction of the time it would take on current "classical" computers. They do this by leveraging the quantum states of particles to store information in qubits (quantum bits), a unit of quantum information akin to a regular bit in classical computing. Better yet, qubits have a secret power: they can perform more than one calculation at a time. One qubit can perform two calculations in a quantum superposition, two can perform four, three eight, and so forth, with a corresponding exponential increase in quantum parallelism. Yet harnessing this quantum parallelism is difficult, as observing the quantum state causes the system to collapse to just one answer.

So how close are we to realizing a true working prototype? It is generally thought that a quantum computer deploying 49 qubits—a unit of quantum information—will be able to match the computing power of today's most powerful supercomputers. Toward this end, Häner and Steiger's simulations will aid in benchmarking and calibrating near-term quantum computers by carrying out quantum supremacy experiments with these early devices and comparing them to their simulation results. In the mean time, we are seeing a surge in investments in quantum computing technology from the likes of Google, IBM and other leading tech companies—even Volkswagen—which could dramatically accelerate the development process.

Simulation and Emulation of Quantum Computers

Both emulation and simulation are important for calibrating, validating and benchmarking emerging quantum computing hardware and architectures. In a paper presented at SC16, Häner and Steiger wrote: "While large-scale quantum computers are not yet available, their performance can be inferred using quantum compilation frameworks and estimates of potential hardware specifications. However, without testing and debugging quantum programs on small scale problems, their correctness cannot be taken for granted. Simulators and emulators ... are essential to address this need."

That paper discussed emulating quantum circuits—a common representation of quantum programs—while the 45-qubit paper focuses on simulating quantum circuits. Emulation is only possible for certain types of quantum subroutines, while the simulation of quantum circuits is a general method that also allows the inclusion of the effects of noise. Such simulations can be very
challenging even on today's fastest supercomputers, Häner and Steiger explained. For the 45-qubit simulation, for example, they used most of the available memory on each of the 8,192 nodes. "This increases the probability of node failure significantly, and we could not expect to run on the full system for more than an hour without failure," they said. "We thus had to reduce time-to-solution at all scales (node-level as well as cluster-level) to achieve this simulation."

Optimizing the quantum circuit simulator was key. Häner and Steiger employed automatic code generation, optimized the compute kernels and applied a scheduling algorithm to the quantum supremacy circuits, thus reducing the required node-to-node communication. During the optimization process they worked with NERSC staff and used Berkeley Lab's Roofline Model to identify potential areas where performance could be boosted.

In addition to the 45-qubit simulation, which used 0.5 petabytes of memory on Cori and achieved a performance of 0.428 petaflops, they also simulated 30-, 36- and 42-qubit quantum circuits. When they compared the results with simulations of 30- and 36-qubit circuits run on NERSC's Edison system, they found that the Edison simulations also ran faster.

"Our optimizations improved the performance – the number of floating-point operations per time – by 10x for Edison and between 10x and 20x for Cori (depending on the circuit to simulate and the size per node)," Häner and Steiger said. "The time-to-solution decreased by over 12x when compared to the times of a similar simulation reported in a recent paper on quantum supremacy by Boixo and collaborators, which made the 45-qubit simulation possible."

Looking ahead, the duo is interested in performing more quantum circuit simulations at NERSC to determine the performance of near-term quantum computers solving quantum chemistry problems. They are also hoping to use solid-state drives to store larger wave functions and thus try to simulate even more qubits. [26]

**New method could enable more stable and scalable quantum computing, physicists report**

Researchers from the University of Pennsylvania, in collaboration with Johns Hopkins University and Goucher College, have discovered a new topological material which may enable fault-tolerant quantum computing. It is a form of computing that taps into the power of atoms and subatomic phenomena to perform calculations significantly faster than current computers and could potentially lead to advances in drug development and other complex systems.

The research, published in ACS Nano, was led by Jerome Mlack, a postdoctoral researcher in the Department of Physics & Astronomy in Penn's School of Arts & Sciences, and his mentors Nina Markovic, now an associate professor at Goucher, and Marija Drndic, Fay R. and Eugene L. Langberg Professor of Physics at Penn. Penn grad students Gopinath Danda and Sarah Friedensen, who received an NSF fellowship for this work, and Johns Hopkins Associate Research Professor Natalia Drichko and postdoc Atikur Rahman, now an assistant professor at the Indian Institute of Science Education and Research, Pune, also contributed to the study.
The research began while Mlack was a Ph.D. candidate at Johns Hopkins. He and other researchers were working on growing and making devices out of topological insulators, a type of material that doesn't conduct current through the bulk of the material but can carry current along its surface.

As the researchers were working with these materials, one of their devices blew up, similar to what would happen with a short circuit.

"It kind of melted a little bit," Mlack said, "and what we found is that, if we measured the resistance of this melted region of one of these devices, it became superconducting. Then, when we went back and looked at what happened to the material and tried to find out what elements were in there, we only saw bismuth selenide and palladium."

When superconducting materials are cooled, they can carry a current with zero electrical resistance without losing any energy.

Topological insulators with superconducting properties have been predicted to have great potential for creating a fault-tolerant quantum computer. However, it is difficult to make good electrical contact between the topological insulator and superconductor and to scale such devices for manufacture, using current techniques. If this new material could be recreated, it could potentially overcome both of these difficulties.

In standard computing, the smallest unit of data that makes up the computer and stores information, the binary digit, or bit, can have a value of either 0, for off, or 1, for on. Quantum computing takes advantage of a phenomenon called superposition, which means that the bits, in this case called qubits, can be 0 and 1 at the same time.

A famous way of illustrating this phenomenon is a thought experiment called Schrodinger's cat. In this thought experiment, there is a cat in a box, but one doesn't know if the cat is dead or alive until the box is opened. Before the box is opened, the cat can be considered both alive and dead, existing in two states at once, but, immediately upon opening the box, the cat's state, or in the case of qubits, the system's configuration, collapses into one: the cat is either alive or dead and the qubit is either 0 or 1.

"The idea is to encode information using these quantum states," Markovic said, "but in order to use it in needs to be encoded and exist long enough for you to read."

One of the major problems in the field of quantum computing is that the qubits are not very stable and it's very easy to destroy the quantum states. These topological materials provide a way of making these states live long enough for to read them off and do something with them, Markovic said.

"It's kind of like if the box in Schrodinger's cat were on the top of a flag pole and the slightest wind could just knock it off," Mlack said. "The idea is that these topological materials at least widen the diameter of the flag pole so the box is sitting on more a column than a flag pole. You can knock it off eventually, but it's otherwise very hard to break the box and find out what happened to the cat."

Although their initial discovery of this material was an accident, they were able to come up with a process to recreate it in a controlled way.
Markovic, who was Mlack’s advisor at Johns Hopkins at the time, suggested that, in order to recreate it without having to continually blow up devices, they could thermally anneal it, a process in which they put it into a furnace and heat it to a certain temperature.

Using this method, the researchers wrote, "the metal directly enters the nanostructure, providing good electrical contact and can be easily patterned into the nanostructure using standard lithography, allowing for easy scalability of custom superconducting circuits in a topological insulator."

Although researchers already have the capability of making a superconducting topological material, there’s a huge problem in the fact that, when they put two materials together, there’s a crack in between, which decreases the electrical contact. This ruins the measurements that they can make as well as the physical phenomena that could lead to making devices that will allow for quantum computing.

By patterning it directly into the crystal, the superconductor is embedded, and there are none of these contact problems. The resistance is very low, and they can pattern devices for quantum computing in one single crystal.

To test the material's superconducting properties, they put it in two extremely cold refrigerators, one of which cools down to nearly absolute zero. They also swept a magnetic field across it, which would kill the superconductivity and the topological nature of the material, to find out the limitations of the material. They also did standard electrical measurements, running a current through and looking at the voltage that is created.

"I think what is also nice in this paper is the combination of the electrical transport performance and the direct insights from the actual device materials characterization," Drndic said. "We have good insights on the composition of these devices to support all these claims because we did elemental analysis to understand how these two materials join."

One of the benefits of the researchers' device is that it's potentially scalable, capable of fitting onto a chip similar to the ones currently in our computers.

"Right now the main advances in quantum computing involve very complicated lithography methods," Drndic said. "People are doing it with nanowires which are connected to these circuits. If you have single nanowires that are very, very tiny and then you have to put them in particular places, it’s very difficult. Most of the people who are on the forefront of this research have multimillion-dollar facilities and lots of people behind them. But this, in principle, we can do in one lab. It allows for making these devices in a simple way. You can just go and write your device any way you want it to be."

According to Mlack, though there is still a fair amount of limitation on it; there's an entire field that has sprouted up devoted to coming up with new and interesting ways to try to leverage these quantum states and quantum information. If successful, quantum computing will allow for a number of things.

"It will allow for much faster decryption and encryption of information," he said, "which is why some of the big defense contractors in the NSA, as well as companies like Microsoft, are interested in it. It
will also allow us to model quantum systems in a reasonable amount of time and is capable of doing
certain calculations and simulations faster than one would typically be able to do.”

It’s particularly good for completely different kinds of problems, such as problems that require
massive parallel computations, Markovic said. If you need to do lots of things at once, quantum
computing speeds things up tremendously.

"There are problems right now that would take the age of the universe to compute," she said.

"With quantum computing, you’d be able to do it in minutes." This could potentially also lead to
advances in drug development and other complex systems, as well as enable new technologies.

The researchers hope to start building some more advanced devices that are geared towards
actually building a qubit out of the systems that they have, as well as trying out different metals to
see if they can change the properties of the material.

"It really is a new potential way of fabricating these devices that no one has done before," Mlack
said. "In general, when people make some of these materials by combining this topological material
and superconductivity, it is a bulk crystal, so you don't really control where everything is. Here we
can actually customize the pattern that we’re making into the material itself. That’s the most exciting
part, especially when we start talking about adding in different types of metals that give it different
characteristics, whether those be ferromagnetic materials or elements that might make it more
insulating. We still have to see if it works, but there’s a potential for creating these interesting
customized circuits directly into the material." [25]

**Viewpoint: A Roadmap for a Scalable Topological Quantum Computer**

The Herculean thrust to realize a quantum computer by many research groups around the world is,
in my opinion, one of the most exciting endeavors in physics in quite some time. Notwithstanding
the potential applications that have motivated many companies in this endeavor, a quantum
computer represents the most promising avenue to peer into quantum phenomena on a
macroscopic scale. As with any such great effort, the race to build a quantum computer has many
competitors pursuing a variety of approaches, some of which appear to be on the verge of creating a
small machine [1]. However, such small machines are unlikely to uncover truly macroscopic quantum
phenomena, which have no classical analogs. This will likely require a scalable approach to quantum
computation. A new study by Torsten Karzig from Microsoft Station Q, California, and colleagues [2]
brings together the expertise of a large and diverse group of physicists, ranging from
experimentalists to topologists, to lay out a roadmap for a scalable architecture based on one of the
most popular approaches.

Karzig and colleagues’ paper represents a vision for the future of a sequence of developments that
started with the seminal ideas of topological quantum computation (TQC) as envisioned by Alexei
Kitaev [3] and Michael Freedman [4] in the early 2000s. The central idea of TQC is to encode qubits
into states of topological phases of matter (see Collection on Topological Phases). Qubits encoded in
such states are expected to be topologically protected, or robust, against the “prying eyes” of the
environment, which are believed to be the bane of conventional quantum computation. This is
because states of topological phases are locally indistinguishable from each other, so that qubits
encoded in such states can evade the destructive coupling to the environment. But experimentally accessible topological phases of matter with the requisite properties for TQC, such as the ability to host quasiparticles known as Majorana zero modes, have been elusive. A milestone in this direction was reached in 2010, when researchers realized [5–7] that the combination of rather conventional ingredients, such as special semiconductors, superconductors, and magnetic fields, could result in one such phase—a topological superconductor. This realization motivated experimentalists to discover signatures of this topological phase just a few years after its prediction [8]. However, the topological superconductors, or Majorana nanowires as they are often called, made in these first experiments were plagued by device imperfections such as impurities [8]. While topological robustness is supposed to protect devices from small imperfections, it is sometimes overlooked that the strength of such imperfections must be below a pretty low threshold for topological robustness to be operative.

A new wave of optimism swept the search for TQC-ready topological superconductors in 2016. That’s when experimental groups from the University of Copenhagen and from the Delft University of Technology, led by Charlie Marcus and Leo Kouwenhoven, respectively, demonstrated high-quality Majorana nanowires that were likely to be in the topological regime [9, 10]. These devices, fabricated through epilaxial growth of superconducting aluminum on indium antimonide semiconductors, showed evidence of a high-quality superconducting gap [10] and also of near energy degeneracy between the topological qubit states [9]; a large energy difference between qubit states is often related to the detrimental decoherence rate of a qubit. However, the rules of the game of designing and fabricating Majorana nanowire devices have proven to be rather different from what had been anticipated. For example, it turns out that it is quite straightforward to drive the newly fabricated devices [9] into the desirable Coulomb blockade regime (where the quantization of electronic charge dominates charge transport) but difficult to fabricate controllable contacts to connect the devices to superconducting circuitry. Interestingly, concurrent theoretical work has clarified that the topological qubit state of a Majorana nanowire can be measured via the phase shift of electron transport through the device when the transport is in the Coulomb blockade regime. This work led to suggestions that the basic operations for TQC could be performed using a procedure that relied on measurements of topological qubits.

Karzig and colleagues’ study comes at a point in time where there is optimism for the realization of TQC using Majorana nanowires but possibly along a path with several constraints. For example, branched structures of a nanowire could be used to generate a network of wires for TQC, but superconducting contacts are only easy to make at the ends of the wire. This would mean that superconducting contacts must be avoided in making a large network of wires. Also, the qubit lifetime will ultimately likely be limited by quasiparticle poisoning, a phenomenon in which an anomalously large number of unwanted quasiparticles, arising from Cooper electron pairs broken by stray microwaves, exists in the devices. The Karzig study brings together a large number of authors with expertise in device fabrication, in strategies for TQC, and in the solid-state-physics issues involving Majorana nanowires. The researchers propose a protocol for scalable TQC based on the existing Majorana nanowires, assuming that they can be brought into the topological phase.

The protocol involves designing a network from small sets of Majorana wires and performing a sequence of measurements on the sets (Fig. 1). The central idea is to use physical constraints on the network, such as aligning all wires with a global magnetic field, to predict which sets may be
measured easily to perform TQC. For example, the researchers considered networks made from sets of four and six wires ("tetron" and "hexon" designs) together with the rule that only nearby Majorana zero modes could be measured in each configuration. They then devised a strategy for TQC that optimizes robustness to quantities such as environmental temperature and noise as well the size of the network. The result of the analysis is a few scalable architectures that future experimental groups could pick between, depending on their device-construction capabilities and computational goals. The hexon architectures are likely to be computationally more efficient than the tetron architectures but will probably be more difficult to construct.

While the scope of this work might be limited to these specific devices, detailed analysis of this kind is absolutely key to motivating both experimentalists and theorists to make progress towards a realistic platform for TQC that actually works in practice. The Karzig study likely lays the foundation for analogous work with other topological platforms as they become experimentally viable candidates for TQC. I must also clarify that the significance of this work does depend on whether future experiments meet the outstanding experimental challenges, foremost among which is the reliable generation of Majorana nanowires in a topological phase. That being said, I think Karzig and co-workers' paper will serve as a case study to follow, even if the properties of topological superconducting systems turn out to be somewhat different from the ones assumed. [24]

**Toward mass-producible quantum computers**

Quantum computers are experimental devices that offer large speedups on some computational problems. One promising approach to building them involves harnessing nanometer-scale atomic defects in diamond materials.

But practical, diamond-based quantum computing devices will require the ability to position those defects at precise locations in complex diamond structures, where the defects can function as qubits, the basic units of information in quantum computing. In today's of Nature Communications, a team of researchers from MIT, Harvard University, and Sandia National Laboratories reports a new technique for creating targeted defects, which is simpler and more precise than its predecessors.

In experiments, the defects produced by the technique were, on average, within 50 nanometers of their ideal locations.

"The dream scenario in quantum information processing is to make an optical circuit to shuttle photonic qubits and then position a quantum memory wherever you need it," says Dirk Englund, an associate professor of electrical engineering and computer science who led the MIT team. "We're almost there with this. These emitters are almost perfect."

The new paper has 15 co-authors. Seven are from MIT, including Englund and first author Tim Schröder, who was a postdoc in Englund's lab when the work was done and is now an assistant professor at the University of Copenhagen's Niels Bohr Institute. Edward Bielejec led the Sandia team, and physics professor Mikhail Lukin led the Harvard team.

**Appealing defects**

Quantum computers, which are still largely hypothetical, exploit the phenomenon of quantum "superposition," or the counterintuitive ability of small particles to inhabit contradictory physical
states at the same time. An electron, for instance, can be said to be in more than one location simultaneously, or to have both of two opposed magnetic orientations.

Where a bit in a conventional computer can represent zero or one, a "qubit," or quantum bit, can represent zero, one, or both at the same time. It's the ability of strings of qubits to, in some sense, simultaneously explore multiple solutions to a problem that promises computational speedups.

Diamond-defect qubits result from the combination of "vacancies," which are locations in the diamond's crystal lattice where there should be a carbon atom but there isn't one, and "dopants," which are atoms of materials other than carbon that have found their way into the lattice. Together, the dopant and the vacancy create a dopant-vacancy "center," which has free electrons associated with it. The electrons' magnetic orientation, or "spin," which can be in superposition, constitutes the qubit.

A perennial problem in the design of quantum computers is how to read information out of qubits. Diamond defects present a simple solution, because they are natural light emitters. In fact, the light particles emitted by diamond defects can preserve the superposition of the qubits, so they could move quantum information between quantum computing devices.

**Silicon switch**
The most-studied diamond defect is the nitrogen-vacancy center, which can maintain superposition longer than any other candidate qubit. But it emits light in a relatively broad spectrum of frequencies, which can lead to inaccuracies in the measurements on which quantum computing relies.

In their new paper, the MIT, Harvard, and Sandia researchers instead use silicon-vacancy centers, which emit light in a very narrow band of frequencies. They don't naturally maintain superposition as well, but theory suggests that cooling them down to temperatures in the millikelvin range—fractions of a degree above absolute zero—could solve that problem. (Nitrogen-vacancy-center qubits require cooling to a relatively balmy 4 kelvins.)

To be readable, however, the signals from light-emitting qubits have to be amplified, and it has to be possible to direct them and recombine them to perform computations. That's why the ability to precisely locate defects is important: It's easier to etch optical circuits into a diamond and then insert the defects in the right places than to create defects at random and then try to construct optical circuits around them.

In the process described in the new paper, the MIT and Harvard researchers first planed a synthetic diamond down until it was only 200 nanometers thick. Then they etched optical cavities into the diamond's surface. These increase the brightness of the light emitted by the defects (while shortening the emission times).

Then they sent the diamond to the Sandia team, who have customized a commercial device called the Nano-Implanter to eject streams of silicon ions. The Sandia researchers fired 20 to 30 silicon ions into each of the optical cavities in the diamond and sent it back to Cambridge.
**Mobile vacancies**
At this point, only about 2 percent of the cavities had associated silicon-vacancy centers. But the MIT and Harvard researchers have also developed processes for blasting the diamond with beams of electrons to produce more vacancies, and then heating the diamond to about 1,000 degrees Celsius, which causes the vacancies to move around the crystal lattice so they can bond with silicon atoms.

After the researchers had subjected the diamond to these two processes, the yield had increased tenfold, to 20 percent. In principle, repetitions of the processes should increase the yield of silicon vacancy centers still further.

When the researchers analyzed the locations of the silicon-vacancy centers, they found that they were within about 50 nanometers of their optimal positions at the edge of the cavity. That translated to emitted light that was about 85 to 90 percent as bright as it could be, which is still very good. [23]

**Microsoft Has a Plan to Add DNA Data Storage to Its Cloud**
Based on early research involving the storage of movies and documents in DNA, Microsoft is developing an apparatus that uses biology to replace tape drives, researchers at the company say.

Computer architects at Microsoft Research say the company has formalized a goal of having an operational storage system based on DNA working inside a data center toward the end of this decade. The aim is a “proto-commercial system in three years storing some amount of data on DNA in one of our data centers, for at least a boutique application,” says Doug Carmean, a partner architect at Microsoft Research. He describes the eventual device as the size of a large, 1970s-era Xerox copier.

Internally, Microsoft harbors the even more ambitious goal of replacing tape drives, a common format used for archiving information. “We hope to get it branded as ‘Your Storage with DNA,’” says Carmean.

The plans signal how seriously some tech companies are taking the seemingly strange idea of saving videos, photos, or valuable documents in the same molecule our genes are made of. The reason, says Victor Zhirnov, chief scientist of the Semiconductor Research Corporation, is that efforts to shrink computer memory are hitting physical limits, but DNA can store data at incredible densities.

“DNA is the densest known storage medium in the universe, just based on the laws of physics. That is the reason why people are looking into this,” says Zhirnov. “And the problem we are solving is the exponential growth of stored information.”

Last July, Microsoft publicly announced it had stored 200 megabytes of data in DNA strands, including a music video, setting a record. The work, described in a paper published in March on the pre-print server Biorxiv, has been led by Carmean and Karin Strauss, both of Microsoft Research, and the University of Washington laboratory of computer scientist Luis Ceze.

Major obstacles to a practical storage system remain. Converting digital bits into DNA code (made up of chains of nucleotides labeled A, G, C, and T) remains laborious and expensive because of the chemical process used to manufacture DNA strands. In its demonstration project, Microsoft used
13,448,372 unique pieces of DNA. Experts say buying that much material on the open market would cost $800,000.

“The main issue with DNA storage is the cost,” says Yaniv Erlich, a professor at Columbia University who earlier this year reported a novel approach to DNA data storage. “So the main question is whether Microsoft solved this problem.” Based on their publication, Erlich says, “I did not see any progress towards this goal, but maybe they have something in their pipeline.”

According to Microsoft, the cost of DNA storage needs to fall by a factor of 10,000 before it becomes widely adopted. While many experts say that’s unlikely, Microsoft believes such advances could occur if the computer industry demands them.

Automating the process of writing digital data into DNA will also be critical. Based on the several weeks it took to carry out their experiment, Carmean estimates that the rate of moving data into DNA was only 400 bytes per second. Microsoft says that needs to increase to 100 megabytes per second.

Reading the data out is easier. That was done using a high-speed sequencing machine, including to recall specific parts of the files, analogous to random-access memory on a computer. Even a two-fold improvement in DNA reading would make that aspect of the system efficient enough for commercial use, Microsoft thinks.

Because writing and retrieving data into DNA is slow, any early use of the technology will be restricted to special situations. That could include data that needs to be archived for legal or regulatory reasons, such as police body-cam video or medical records.

Microsoft currently works with Twist Bioscience, a DNA manufacturer located in San Francisco. Twist is one of a number of newly formed companies trying to improve DNA production, a list that now includes startups DNAscript, Nuclera Nucleics, Evonetix, Molecular Assemblies, Catalog DNA, Helixworks, and a spin-off of Oxford Nanopore called Genome Foundry. [22]

**Scientists Hacked a Cell’s DNA and Made a Biocomputer Out of It**

Our brains are often compared to computers, but in truth, the billions of cells in our bodies may be a better analogy. The squishy sacks of goop may seem a far cry from rigid chips and bundled wires, but cells are experts at taking inputs, running them through a complicated series of logic gates and producing the desired programmed output.

Take beta cells in the pancreas, which manufacture and store insulin. If they detect a large spike in blood sugar, then they release insulin; else they don’t. Each cell adheres to commands like these, allowing us—the organism—to operate normally.

This circuit-like nature of cellular operations is not just a handy metaphor. About 50 years ago, scientists began wondering: what if we could hijack the machinery behind these algorithms and reprogram the cells to do whatever we want?

Now, a team of scientists led by Dr. Wilson Wong at Boston University directly hacked a human cell’s operating guide—its genetic code—and enhanced it with synthetic biocircuits that allowed it to obey
over 100 sets of different logical operations, effectively uprooting nature as the sole programmer of life.

Although these cells don’t have any immediate use, the tools developed will likely benefit other bioengineers eager to tinker with evolution. And the promises of synthetic biology are great.

“These re-engineered organisms will change our lives over the coming years, leading to cheaper drugs, ‘green’ means to fuel our cars and targeted therapies for attacking ‘superbugs’ and diseases, such as cancer,” wrote Drs. Ahmad Khalil and James Collins at Boston University, who were not involved in the study.

**Hacking life**
The work, published in the prestigious journal Nature Biotechnology, builds on decades of previous research that aims to turn our cells into tiny, powerful microcomputers.

“A lot of synthetic biology is motivated by this idea that...you only understand something if you can build it,” says Dr. Joel Bader, a computational biologist at Johns Hopkins University who was not involved in the study.

Because of their relatively simple circuitry, most work has focused on bacteria and baker’s yeast. A few years ago, scientists tinkered with the yeast’s metabolic pathways and engineered it to produce a molecule used to make anti-malaria drugs from sugar. Other teams have made bacteria that convert carbon dioxide into liquid fuels, essentially paving the way for artificial photosynthesis. Scientists have even managed to link together two synthetic gene circuits, allowing teams of bacteria to carry out simple computations.

But extending these successes to mammalian cells has been extremely challenging. At its core, synthetic biology uses molecular tools that snip, fuse, block or otherwise manipulate an organism’s DNA. Unfortunately, the ones used to tinker with a bacteria or yeast’s genome is useless in mammalian cells.

What’s more, targeting one gene isn’t enough. To program new genetic biocircuits, scientists often need to regulate the activity of a dozen genes: amping some up while shutting others down. For things to operate as planned, each component of the system has to work effectively and in sync.

Scientists have traditionally tried to do this with a family of proteins called transcription factors, which bind to DNA and regulate its expression—that is, whether or not it gets recoded into proteins. But all of these factors behave a bit differently, making it tough to use multiple factors at once.

Because of this, “circuits with multiple inputs and multiple outputs remain scarce,” explains Wong.

**Biological Boolean**
To get around these problems, Wong’s team turned to a powerful molecular multi-tool: DNA recombinases, which bind to specific sequences on a DNA strand, make a cut and stitch up any open ends (“recombine” DNA pieces).

It’s like editing a video on film: to delete or add scenes, the filmmaker needs to precisely cut the physical film, toss or insert additional bits and tape everything back together.
In this way, scientists can control whether or not a protein is produced: when the DNA recombinase becomes active, it chops away a gene—and voila, no protein; otherwise, the cell makes the protein as usual. It’s the biological equivalent of a binary system, performing the simplest of logical operations—a NOT gate (if something happens, don’t do something).

If you’ve ever played around with an Arduino, you’d probably agree the simplest way to build a circuit is to have a light bulb as output. Synthetic biology, for all its complexity, is the same.

The “light bulb” that the team used is actually a gene snippet that encodes a protein that glows green under UV light, called green fluorescent protein, or GFP. Normally a cell would happily make the protein and itself glow. To build their NOT gate, the team added another gene instruction before the GFP gene—a termination sequence, which is the genetic version of “stop right there!”

To make their circuit more complex, the team added an if-then command. Here’s how it worked: they made a DNA recombinase that can snip away the termination sequence, but only when it’s in the presence of a drug.

When the cell doesn’t sense the drug, the DNA recombinase is inactive, the termination sequence stays in place and the cell remains translucent and colorless. If a drug is added, then the recombinase jumps into action and cuts away the NOT gate. Output? The cellular “light bulb” comes on.

While a glowing cell may seem trivial, scientists can engineer cells to light up when it detects biomarkers for cancer, HIV or other diseases. As Wong explains, you can mix a patient’s blood sample with engineered cells and instantly get your readout—a much cheaper and faster alternative to current diagnostics that require expensive machines.

Not content with simple circuits, the team went on to construct 113 circuits in human kidney and immune cells. A staggering 96.5 percent of them worked as intended without needing further optimization, which is quite impressive because biological tools can be extremely finicky.

“In my personal experience building genetic circuits, you’d be lucky if they worked 25 percent of the time,” says Wong.

**BLADE in action**

The team dubbed the new tool with a catchy name, BLADE, which stands for “Boolean logic and arithmetic through DNA excision.”

But BLADE isn’t just a novelty tool only good at Boolean logic. What it offers is a way to design large-scale biological circuits, so that scientists can reliably control the actions of a cell.

Wong is already at work finding a project for his new tool, and he has his eyes on regenerative medicine. Although stem cells have the ability to turn into most (if not all) cell types, what they actually become is determined by the set of genes that push them towards a certain fate.

With BLADE, scientists could design complex if-then systems into stem cells, where one set of “if” conditions pushes the cell towards one fate (say, a neuron), while others trigger it to turn into insulin-producing beta cells.
BLADE can also give cancer therapy a boost. Scientists are already engineering immune cells that can detect cancer biomarkers and specifically target cancer cells. Programming additional biocircuits into these cells could give them even more sophistication and control: for example, AND gates would limit the immune cells to only spring into action when they detect multiple cancer markers, further lowering casualties and side effects.

Although there’s still a ways to go, scientists are hopeful. If we keep addressing the technical challenges in the field, one day we will only be limited “by the imagination of researchers and the number of societal problems and applications that synthetic biology can resolve,” says Khalil and Collins.

One thing is clear: with synthetic biology, we no longer have to play by nature’s rules. [21]

**Computing with biochemical circuits made easy**

Electronic circuits are found in almost everything from smartphones to spacecraft and are useful in a variety of computational problems from simple addition to determining the trajectories of interplanetary satellites. At Caltech, a group of researchers led by Assistant Professor of Bioengineering Lulu Qian is working to create circuits using not the usual silicon transistors but strands of DNA.

The Qian group has made the technology of DNA circuits accessible to even novice researchers—including undergraduate students—using a software tool they developed called the Seesaw Compiler. Now, they have experimentally demonstrated that the tool can be used to quickly design DNA circuits that can then be built out of cheap "unpurified" DNA strands, following a systematic wet-lab procedure devised by Qian and colleagues.

A paper describing the work appears in the February 23 issue of Nature Communications.

Although DNA is best known as the molecule that encodes the genetic information of living things, they are also useful chemical building blocks. This is because the smaller molecules that make up a strand of DNA, called nucleotides, bind together only with very specific rules—an A nucleotide binds to a T, and a C nucleotide binds to a G. A strand of DNA is a sequence of nucleotides and can become a double strand if it binds with a sequence of complementary nucleotides.

DNA circuits are good at collecting information within a biochemical environment, processing the information locally and controlling the behavior of individual molecules. Circuits built out of DNA strands instead of silicon transistors can be used in completely different ways than electronic circuits. "A DNA circuit could add 'smarts' to chemicals, medicines, or materials by making their functions responsive to the changes in their environments," Qian says. "Importantly, these adaptive functions can be programmed by humans."

To build a DNA circuit that can, for example, compute the square root of a number between 0 and 16, researchers first have to carefully design a mixture of single and partially double-stranded DNA that can chemically recognize a set of DNA strands whose concentrations represent the value of the original number. Mixing these together triggers a cascade of zipping and unzipping reactions, each reaction releasing a specific DNA strand upon binding. Once the reactions are complete, the identities of the resulting DNA strands reveal the answer to the problem.
With the Seesaw Compiler, a researcher could tell a computer the desired function to be calculated and the computer would design the DNA sequences and mixtures needed. However, it was not clear how well these automatically designed DNA sequences and mixtures would work for building DNA circuits with new functions; for example, computing the rules that govern how a cell evolves by sensing neighboring cells.

"Constructing a circuit made of DNA has thus far been difficult for those who are not in this research area, because every circuit with a new function requires DNA strands with new sequences and there are no off-the-shelf DNA circuit components that can be purchased," says Chris Thachuk, senior postdoctoral scholar in computing and mathematical sciences and second author on the paper. "Our circuit-design software is a step toward enabling researchers to just type in what they want to do or compute and having the software figure out all the DNA strands needed to perform the computation, together with simulations to predict the DNA circuit’s behavior in a test tube. Even though these DNA strands are still not off-the-shelf products, we have now shown that they do work well for new circuits with user-designed functions."

"In the 1950s, only a few research labs that understood the physics of transistors could build early versions of electronic circuits and control their functions," says Qian. "But today many software tools are available that use simple and human-friendly languages to design complex electronic circuits embedded in smart machines. Our software is kind of like that: it translates simple and human-friendly descriptions of computation to the design of complex DNA circuits."

The Seesaw Compiler was put to the test in 2015 in a unique course at Caltech, taught by Qian and called "Design and Construction of Programmable Molecular Systems" (BE/CS 196 ab). "How do you evaluate the accessibility of a new technology? You give the technology to someone who is intellectually capable but has minimal prior background," Qian says.

"The students in this class were undergrads and first-year graduate students majoring in computer science and bioengineering," says Anupama Thubagere, a graduate student in biology and bioengineering and first author on the paper. "I started working with them as a head teaching assistant and together we soon discovered that using the Seesaw Compiler to design a DNA circuit was easy for everyone."

However, building the designed circuit in the wet lab was not so simple. Thus, with continued efforts after the class, the group set out to develop a systematic wet-lab procedure that could guide researchers—even novices like undergraduate students—through the process of building DNA circuits. "Fortunately, we found a general solution to every challenge that we encountered, now making it easy for everyone to build their own DNA circuits," Thubagere says.

The group showed that it was possible to use cheap, "unpurified" DNA strands in these circuits using the new process. This was only possible because steps in the systematic wet-lab procedure were designed to compensate for the lower synthesis quality of the DNA strands.

"We hope that this work will convince more computer scientists and researchers from other fields to join our community in developing increasingly powerful molecular machines and to explore a much wider range of applications that will eventually lead to the transformation of technology that has been promised by the invention of molecular computers," Qian says.
The paper is titled, "Compiler-aided systematic construction of large-scale DNA strand displacement circuits using unpurified components." [20]

**Super-resolution system reveals mechanics of tiny 'DNA walker'**

Researchers have introduced a new type of "super-resolution" microscopy and used it to discover the precise walking mechanism behind tiny structures made of DNA that could find biomedical and industrial applications.

The researchers also demonstrated how the "DNA walker" is able to release an anticancer drug, representing a potential new biomedical technology, said Jong Hyun Choi, an associate professor of mechanical engineering at Purdue University.

Synthetic nanomotors and walkers are intricately designed systems that draw chemical energy from the environment and convert it into mechanical motion. However, because they are too small to be observed using conventional light microscopes, researchers have been unable to learn the precise steps involved in the walking mechanisms, knowledge essential to perfecting the technology.

"If you cannot resolve or monitor these walkers in action, you will be unable to understand their mechanical operation," Choi said.

He led a Purdue team that has solved this problem by developing a super-resolution microscopy system designed to study the DNA walkers. The new findings appeared in the journal Science Advances on Jan. 20.

Researchers around the world are creating synthetic motors based on DNA and RNA, the genetic materials in cells that consist of a sequence of four chemical bases: adenine, guanine, cytosine and thymine. The designs are inspired by natural biological motors that have evolved to perform specific tasks critical to the function of cells.

The Purdue researchers have designed a DNA walking system consisting of an enzymatic core and two arms. The walker travels along a carbon-nanotube track "decorated" with strands of RNA. The enzymatic core cleaves off segments of these RNA strands as the walker continuously moves forward, binding to and harvesting energy from the RNA. The walker moves in a six-step cycle that repeats as long as there is RNA fuel.

A fluorescent nanoparticle is attached to one arm of the DNA walker, causing it to glow when exposed to light in the visible part of the spectrum. The carbon-nanotube track also fluoresces when exposed to light in a portion of the near-infrared spectrum. Because the new super-resolution microscopy system operates in both the visible and near-infrared spectra, it is possible to track the walking mechanism.

The super-resolution technology allows researchers to resolve structural features far smaller than the wavelength of visible light, which is normally difficult using conventional microscopes because of the Abbe diffraction limit, established by physicist Ernst Abbe in 1873. The limit is about 250 nanometers, which is large compared to the tiny walkers, measuring about 5 nanometers long.
As the DNA walker is exposed to laser light, the nanoparticle and nanotube flash on and off randomly. These flashes are captured as numerous fluorescing dots in thousands of imaging frames. This collection of points is then used to reconstruct the precise motion of the walker, which moves in a six-step cycle that involves cleaving portions of the RNA strand and harvesting its energy before moving on to the next strand.

Findings revealed three primary steps dominate this walking mechanism.

"So, if you can control these three steps within this walking cycle then you can really study and better control these walkers," Choi said. "You can speed them up, you can make them stop and move in different directions."

Whereas it previously would have taken 20 hours or longer to study a complete walking cycle, the new approach speeds the process to roughly one minute. [19]

Visualizing gene expression with MRI

Genes tell cells what to do—for example, when to repair DNA mistakes or when to die—and can be turned on or off like a light switch. Knowing which genes are switched on, or expressed, is important for the treatment and monitoring of disease. Now, for the first time, Caltech scientists have developed a simple way to visualize gene expression in cells deep inside the body using a common imaging technology.

Researchers in the laboratory of Mikhail Shapiro, assistant professor of chemical engineering and Heritage Medical Research Institute Investigator, have invented a new method to link magnetic resonance imaging (MRI) signals to gene expression in cells—including tumor cells—in living tissues. The technique, which eventually could be used in humans, would allow gene expression to be monitored non-invasively, requiring no surgical procedures such as biopsies.

The work appears in the December 23 online edition of the journal Nature Communications.

In MRI, hydrogen atoms in the body—atoms that are mostly contained in water molecules and fat—are excited using a magnetic field. The excited atoms, in turn, emit signals that can be used to create images of the brain, muscle, and other tissues, which can be distinguished based on the local physical and chemical environment of the water molecules. While this technique is widely used, it usually provides only anatomical snapshots of tissues or physiological functions such as blood flow rather than observations of the activity of specific cells.

"We thought that if we could link signals from water molecules to the expression of genes of interest, we could change the way the cell looks under MRI," says Arnab Mukherjee, a postdoctoral scholar in chemical engineering at Caltech and co-lead author on the paper.

The group turned to a protein that naturally occurs in humans, called aquaporin. Aquaporin sits within the membrane that envelops cells and acts as a gatekeeper for water molecules, allowing them to move in and out of the cell. Shapiro’s team realized that increasing the number of aquaporins on a given cell made it stand out in MRI images acquired using a common clinical technique called diffusion-weighted imaging, which is sensitive to the movement of water molecules. They then linked aquaporin to genes of interest, making it what scientists call a reporter
gene. This means that when a gene of interest is turned on, the cell will overexpress aquaporin, making the cell look darker under diffusion-weighted MRI.

The researchers showed that this technique was successful in monitoring gene expression in a brain tumor in mice. After implanting the tumor, they gave the mice a drug to trigger the tumor cells to express the aquaporin reporter gene, which made the tumor look darker in MRI images.

"Overexpression of aquaporin has no negative impact on cells because it is exclusive to water and simply allows the molecules to go back and forth across the cell membrane," Shapiro says. Under normal physiological conditions the number of water molecules entering and exiting an aquaporin-expressing cell is the same, so that the total amount of water in each cell does not change.

"Aquaporin is a very convenient way to genetically change the way that cells look under MRI."

Though the work was done in mice, it has the potential for clinical translation, according to Shapiro. Aquaporin is a naturally occurring gene and will not cause an immune reaction. Previously developed reporter genes for MRI have been much more limited in their capabilities, requiring the use of specific metals that are not always available in some tissues.

"An effective reporter gene for MRI is a 'holy grail' in biomedical imaging because it would allow cellular function to be observed non-invasively," says Shapiro. "Aquaporins are a new way to think about this problem. It is remarkable that simply allowing water molecules to more easily get into and out of cells in a tissue gives us the ability to remotely see those cells in the middle of the body."

The paper is titled "Non-invasive imaging using reporter genes altering cellular water permeability."

New drug limits and then repairs brain damage in stroke

Researchers at The University of Manchester have discovered that a potential new drug reduces the number of brain cells destroyed by stroke and then helps to repair the damage.

A reduction in blood flow to the brain caused by stroke is a major cause of death and disability, and there are few effective treatments.

A team of scientists at The University of Manchester has now found that a potential new stroke drug not only works in rodents by limiting the death of existing brain cells but also by promoting the birth of new neurones (so-called neurogenesis).

This finding provides further support for the development of this anti-inflammatory drug, interleukin-1 receptor antagonist (IL-1Ra in short), as a new treatment for stroke. The drug is already licensed for use in humans for some conditions, including rheumatoid arthritis. Several early stage clinical trials in stroke with IL-1Ra have already been completed in Manchester, though it is not yet licensed for this condition.

In the research, published in the biomedical journal Brain, Behavior and Immunity, the researchers show that in rodents with a stroke there is not only reduced brain damage early on after the stroke, but several days later increased numbers of new neurones, when treated with the anti-inflammatory drug IL-1Ra.
Previous attempts to find a drug to prevent brain damage after stroke have proved unsuccessful and this new research offers the possibility of a new treatment.

Importantly, the use of IL-1Ra might be better than other failed drugs in stroke as it not only limits the initial damage to brain cells, but also helps the brain repair itself long-term through the generation of new brain cells.

These new cells are thought to help restore function to areas of the brain damaged by the stroke. Earlier work by the same group showed that treatment with IL-1Ra does indeed help rodents regain motor skills that were initially lost after a stroke. Early stage clinical trials in stroke patients also suggest that IL-1Ra could be beneficial.

The current research is led by Professor Stuart Allan, who commented: "The results lend further strong support to the use of IL-1Ra in the treatment of stroke, however further large trials are necessary."

The paper, 'Reparative effects of interleukin-1 receptor antagonist in young and aged/co-morbid rodents after cerebral ischemia', was published in the journal Brain, Behavior and Immunity. [17]

**When push comes to shove: Size matters for particles in our bloodstream**

Researchers at the University of Connecticut have uncovered new information about how particles behave in our bloodstream, an important advancement that could help pharmaceutical scientists develop more effective cancer drugs.

Making sure cancer medications reach the leaky blood vessels surrounding most tumor sites is one of the critical aspects of treatment and drug delivery. While surface chemistry, molecular interactions, and other factors come into play once drug-carrying particles arrive at a tumor, therapeutic medication doesn't do very much good if it never reaches its intended target.

Anson Ma, an assistant professor of chemical and biomolecular engineering at UConn, used a microfluidic channel device to observe, track, and measure how individual particles behaved in a simulated blood vessel.

The research team's goal: to learn more about the physics influencing a particle's behavior as it travels in our blood and to determine which particle size might be the most effective for delivering drugs to their targets. The team's experimental findings mark the first time such quantitative data has been gathered. The study was published Oct. 4 in the Biophysical Journal.

"Even before particles reach a target site, you have to worry about what is going to happen with them after they get injected into the bloodstream," Ma says. "Are they going to clump together? How are they going to move around? Are they going to get swept away and flushed out of our bodies?"

Using a high-powered fluorescence microscope in UConn's Complex Fluids Lab, Ma was able to observe particles being carried along in the simulated blood vessel in what could be described as a vascular Running of the Bulls. Red blood cells race through the middle of the channel as the particles
- highlighted under the fluorescent light - get carried along in the rush, bumping and bouncing off the blood cells until they are pushed to open spaces - called the cell-free layer - along the vessel’s walls.

What Ma found was that larger particles - the optimum size appeared to be about 2 microns - were most likely to get pushed to the cell-free layer where their chances of carrying medication into a tumor site are greatest. The research team also determined that 2 microns was the largest size that should be used if particles are going to have any chance of going through the leaky blood vessel walls into the tumor site.

"When it comes to using particles for the delivery of cancer drugs, size matters," Ma says. "When you have a bigger particle, the chance of it bumping into blood cells is much higher, there are a lot more collisions, and they tend to get pushed to the blood vessel walls."

The results were somewhat surprising. In preparing their hypothesis, the research team estimated that smaller particles were probably the most effective since they would move the most in collisions with blood cells, much like what happens when a small ball bounces off a larger one. But just the opposite proved true. The smaller particles appeared to skirt through the mass of moving blood cells and were less likely to experience the "trampoline" effect and get bounced to the cell-free layer, says Ma.

The research was funded by the National Science Foundation's Early-concept Grants for Exploratory Research or EAGER program, which supports exploratory work in its early stages on untested, but potentially transformative, research ideas or approaches.

Knowing how particles behave in our circulatory system should help improve targeted drug delivery, Ma says, which in turn will further reduce the toxic side effects caused by potent cancer drugs missing their target and impacting the body's healthy tissue.

Measuring how different sized particles move in the bloodstream may also be beneficial in bioimaging, where scientists and doctors want to keep particles circulating in the bloodstream long enough for imaging to occur. In that case, smaller particles would be better, says Ma.

Moving forward, Ma would like to explore other aspects of particle flow in our circulatory system such as how particles behave when they pass through a constricted area, such as from a blood vessel to a capillary. Capillaries are only about 7 microns in diameter. The average human hair is 100 microns. Ma says he would like to know how that constricted space might impact particle flow or the ability of particles to accumulate near the vessel walls.

"We have all of this complex geometry in our bodies," says Ma. "Most people just assume there is no impact when a particle moves from a bigger channel to a smaller channel because they haven't quantified it. Our plan is to do some experiments to look at this more carefully, building on the work that we just published." [16]

**Fighting cancer with space research**

Every day, NASA spacecraft beam down hundreds of petabytes of data, all of which has to be codified, stored and distributed to scientists across the globe. Increasingly, artificial intelligence is
helping to "read" this data as well, highlighting similarities between datasets that scientists might miss.

For the past 15 years, the big data techniques pioneered by NASA's Jet Propulsion Laboratory in Pasadena, California, have been revolutionizing biomedical research. On Sept. 6, 2016, JPL and the National Cancer Institute (NCI), part of the National Institutes of Health, renewed a research partnership through 2021, extending the development of data science that originated in space exploration and is now supporting new cancer discoveries.

The NCI-supported Early Detection Research Network (EDRN) is a consortium of biomedical investigators who share anonymized data on cancer biomarkers, chemical or genetic signatures related to specific cancers. Their goal is to pool all their research data into a single, searchable network, with the goal of translating their collective work into techniques for early diagnosis of cancer or cancer risk.

In the time they've worked together, JPL and EDRN's efforts have led to the discovery of six new Food and Drug Administration-approved cancer biomarkers and nine biomarkers approved for use in Clinical Laboratory Improvement Amendments labs. The FDA has approved each of these biomarkers for use in cancer research and diagnosis. These agency-approved biomarkers have been used in more than 1 million patient diagnostic tests worldwide.

"After the founding of EDRN in 2000, the network needed expertise to take data from multiple studies on cancer biomarkers and create a single, searchable network of research findings for scientists," said Sudhir Srivastava, chief of NCI's Cancer Biomarkers Research Group and head of EDRN. JPL had decades of experience doing similar work for NASA, where spacecraft transmit hundreds of petabytes of data to be coded, stored and distributed to scientists across the globe.

Dan Crichton, the head of JPL's Center for Data Science and Technology, a joint initiative with Caltech in Pasadena, California, helped establish a JPL-based informatics center dedicated to supporting EDRN's big data efforts. In the renewed partnership, JPL is expanding its data science efforts to research and applying technologies for additional NCI-funded programs. Those programs include EDRN, the Consortium for Molecular and Cellular Characterization of Screen-Detected Lesions, and the Informatics Technology for Cancer Research initiative.

"From a NASA standpoint, there are significant opportunities to develop new data science capabilities that can support both the mission of exploring space and cancer research using common methodological approaches," Crichton said. "We have a great opportunity to perfect those techniques and grow JPL's data science technologies, while serving our nation.

Crichton said JPL has led the way when it comes to taking data from raw observations to scientific conclusions. One example: JPL often deals with measurements from a variety of sensors—say, cameras and mass spectrometers. Both can be used to study a star, planet or similar target object. But it takes special software to recognize that readings from very different instruments relate to one another.

There's a similar problem in cancer research, where readings from different biomedical tests or instruments require correlation with one another. For that to happen, data have to be standardized, and algorithms must be "taught" to know what they're looking for.
Since the time of its founding, EDRN's major challenge has been access. Research centers all over the United States had large numbers of biomarker specimens, but each had its own way of labeling, storing and sharing their datasets. Ten sites may have high-quality specimens for study, but if their common data elements—age of patient, cancer type and other characteristics - aren't listed uniformly, they can't be studied as a whole.

"We didn't know if they were early-stage or late-stage specimens, or if any level of treatment had been tried," Srivastava said. "And JPL told us, 'We do this type of thing all the time! That's how we manage our Planetary Data System.'"

As the network has developed, it has added members from dozens of institutions, including Dartmouth College's Geisel School of Medicine; Harvard Medical School's Massachusetts General Hospital; Stanford's NIST Genome-Scale Measurements Group; University of Texas' MD Anderson Cancer Center; and numerous others.

Christos Patriotis, program director at NCI's Cancer Biomarkers Research Group, said the network's members now include international researchers from the U.K., China, Japan, Australia, Israel and Chile.

"The more we expand, the more data we integrate," Patriotis said. "Instead of being silos, now our partners can integrate their findings. Each system can speak to the others."

As JPL and NCI’s collaboration advances, next steps include image recognition technology, such as helping EDRN archive images of cancer specimens. Those images could be analyzed by computer vision, which is currently used to spot similarities in star clusters and other astrophysics research.

In the near future, Crichton said, machine learning algorithms could compare a CT scan with an archive of similar images, searching for early signs of cancer based on a patient's age, ethnic background and other demographics.

"As we develop more automated methods for detecting and classifying features in images, we see great opportunities for enhancing data discovery," Crichton said.

"We have examples where algorithms for detection of features in astronomy images have been transferred to biology and vice-versa." [15]

**IBM lab-on-a-chip breakthrough aims to help physicians detect cancer**

IBM scientists have developed a new lab-on-a-chip technology that can, for the first time, separate biological particles at the nanoscale and could enable physicians to detect diseases such as cancer before symptoms appear.

As reported today in the journal Nature Nanotechnology, the IBM team's results show size-based separation of bioparticles down to 20 nanometers (nm) in diameter, a scale that gives access to important particles such as DNA, viruses and exosomes. Once separated, these particles can potentially be analyzed by physicians to reveal signs of disease even before patients experience any physical symptoms and when the outcome from treatment is most positive. Until now, the smallest
bioparticle that could be separated by size with on-chip technologies was about 50 times or larger, for example, separation of circulating tumor cells from other biological components.

IBM is collaborating with a team from the Icahn School of Medicine at Mount Sinai to continue development of this lab-on-a-chip technology and plans to test it on prostate cancer, the most common cancer in men in the U.S.

In the era of precision medicine, exosomes are increasingly being viewed as useful biomarkers for the diagnosis and prognosis of malignant tumors. Exosomes are released in easily accessible bodily fluids such as blood, saliva or urine. They represent a precious biomedical tool as they can be used in the context of less invasive liquid biopsies to reveal the origin and nature of a cancer.

The IBM team targeted exosomes with their device as existing technologies face challenges for separating and purifying exosomes in liquid biopsies. Exosomes range in size from 20-140nm and contain information about the health of the originating cell that they are shed from. A determination of the size, surface proteins and nucleic acid cargo carried by exosomes can give essential information about the presence and state of developing cancer and other diseases.

IBM's results show they could separate and detect particles as small as 20 nm from smaller particles, that exosomes of size 100 nm and larger could be separated from smaller exosomes, and that separation can take place in spite of diffusion, a hallmark of particle dynamics at these small scales. With Mt. Sinai, the team plans to confirm their device is able to pick up exosomes with cancer-specific biomarkers from patient liquid biopsies.

"The ability to sort and enrich biomarkers at the nanoscale in chip-based technologies opens the door to understanding diseases such as cancer as well as viruses like the flu or Zika," said Gustavo Stolovitzky, Program Director of Translational Systems Biology and Nanobiotechnology at IBM Research. "Our lab-on-a-chip device could offer a simple, noninvasive and affordable option to potentially detect and monitor a disease even at its earliest stages, long before physical symptoms manifest. This extra amount of time allows physicians to make more informed decisions and when the prognosis for treatment options is most positive."

With the ability to sort bioparticles at the nanoscale, Mt. Sinai hopes that IBM's technology can provide a new method to eavesdrop on the messages carried by exosomes for cell-to-cell communications. This can elucidate important questions about the biology of diseases as well as pave the way to noninvasive and eventually affordable point-of-care diagnostic tools. Monitoring this intercellular conversation more regularly could allow medical experts to track an individual's state of health or progression of a disease.

"When we are ahead of the disease we usually can address it well; but if the disease is ahead of us, the journey is usually much more difficult. One of the important developments that we are attempting in this collaboration is to have the basic grounds to identify exosome signatures that can be there very early on before symptoms appear or before a disease becomes worse," said Dr. Carlos Cordon-Cardo, Professor and Chairman for the Mount Sinai Health System Department of Pathology. "By bringing together Mount Sinai's domain expertise in cancer and pathology with IBM's systems biology experience and its latest nanoscale separation technology, the hope is to look for specific,
sensitive biomarkers in exosomes that represent a new frontier to offering clues that might hold the answer to whether a person has cancer or how to treat it.”

**Sorting bioparticles at the nanoscale**

Lab-on-a-chip technologies have become an incredibly helpful diagnostic tool for physicians as they can be significantly faster, portable, easy to use and require less sample volume to help detect diseases. The goal is to shrink down to a single silicon chip all of the processes necessary to analyze a disease that would normally be carried out in a full-scale biochemistry lab.

Using a technology called nanoscale deterministic lateral displacement, or nano-DLD, IBM scientists Dr. Joshua Smith and Dr. Benjamin Wunsch led development of a lab-on-a-chip technology that allows a liquid sample to be passed, in continuous flow, through a silicon chip containing an asymmetric pillar array. This array allows the system to sort a microscopic waterfall of nanoparticles, separating particles by size down to tens of nanometers resolution. IBM has already scaled down the chip size to 2cm by 2cm, while continuing development to increase the device density to improve functionality and throughput.

Much like how a road through a small tunnel only allows smaller cars to pass while forcing bigger trucks to detour around, nano-DLD uses a set of pillars to deflect larger particles while allowing smaller particles to flow through the gaps of the pillar array unabated, effectively separating this particle "traffic" by size while not disrupting flow. Interestingly, IBM scientists noticed that nano-DLD arrays can also split a mixture of many different particle sizes into a spread of streams, much like a prism splits white light into different colors. The continuous flow nature of this technology circumvents stop-and-go batch processing typical of conventional separation techniques.

Leveraging IBM’s vast semiconductor expertise with its growing capabilities in experimental biology, IBM scientists used manufacturable silicon processes to produce the nano-DLD arrays for their lab-on-a-chip device. As part of its on-going strategy, IBM researchers are working to increase the diversity of bioparticles that can be separated with their device, and improving the precision and specificity for real-world clinical applications. [14]

**Scientists work toward storing digital information in DNA**

Her computer, Karin Strauss says, contains her "digital attic"—a place where she stores that published math paper she wrote in high school, and computer science schoolwork from college.

She’d like to preserve the stuff "as long as I live, at least," says Strauss, 37. But computers must be replaced every few years, and each time she must copy the information over, "which is a little bit of a headache."

It would be much better, she says, if she could store it in DNA—the stuff our genes are made of.

Strauss, who works at Microsoft Research in Redmond, Washington, is working to make that sci-fi fantasy a reality.

She and other scientists are not focused in finding ways to stow high school projects or snapshots or other things an average person might accumulate, at least for now. Rather, they aim to help
companies and institutions archive huge amounts of data for decades or centuries, at a time when
the world is generating digital data faster than it can store it.

To understand her quest, it helps to know how companies, governments and other institutions store
data now: For long-term storage it's typically disks or a specialized kind of tape, wound up in
cartridges about three inches on a side and less than an inch thick. A single cartridge containing
about half a mile of tape can hold the equivalent of about 46 million books of 200 pages apiece, and
three times that much if the data lends itself to being compressed.

A tape cartridge can store data for about 30 years under ideal conditions, says Matt Starr, chief
technology officer of Spectra Logic, which sells data-storage devices. But a more practical limit is 10
to 15 years, he says.

It's not that the data will disappear from the tape. A bigger problem is familiar to anybody who has
come across an old eight-track tape or floppy disk and realized he no longer has a machine to play it.
Technology moves on, and data can't be retrieved if the means to read it is no longer available, Starr
says.

So for that and other reasons, long-term archiving requires repeatedly copying the data to new
technologies.

Into this world comes the notion of DNA storage. DNA is by its essence an information-storing
molecule; the genes we pass from generation to generation transmit the blueprints for creating the
human body. That information is stored in strings of what's often called the four-letter DNA code.
That really refers to sequences of four building blocks—abbreviated as A, C, T and G—found in the
DNA molecule. Specific sequences give the body directions for creating particular proteins.

Digital devices, on the other hand, store information in a two-letter code that produces strings of
ones and zeroes. A capital "A," for example, is 01000001.

Converting digital information to DNA involves translating between the two codes. In one lab, for
example, a capital A can become ATATG. The idea is once that transformation is made, strings of
DNA can be custom-made to carry the new code, and hence the information that code contains.

One selling point is durability. Scientists can recover and read DNA sequences from fossils of
Neanderthals and even older life forms. So as a storage medium, "it could last thousands and
thousands of years," says Luis Ceze of the University of Washington, who works with Microsoft on
DNA data storage.

Advocates also stress that DNA crams information into very little space. Almost every cell of your
body carries about six feet of it; that adds up to billions of miles in a single person. In terms of
information storage, that compactness could mean storing all the publicly accessible data on the
internet in a space the size of a shoebox, Ceze says.

In fact, all the digital information in the world might be stored in a load of whitish, powdery DNA
that fits in space the size of a large van, says Nick Goldman of the European Bioinformatics Institute
in Hinxton, England.
What's more, advocates say, DNA storage would avoid the problem of having to repeatedly copy stored information into new formats as the technology for reading it becomes outmoded.

"There's always going to be someone in the business of making a DNA reader because of the health care applications," Goldman says. "It's always something we're going to want to do quickly and inexpensively."

Getting the information into DNA takes some doing. Once scientists have converted the digital code into the 4-letter DNA code, they have to custom-make DNA.

For some recent research Strauss and Ceze worked on, that involved creating about 10 million short strings of DNA.

Twist Bioscience of San Francisco used a machine to create the strings letter by letter, like snapping together Lego pieces to build a tower. The machine can build up to 1.6 million strings at a time.

Each string carried just a fragment of information from a digital file, plus a chemical tag to indicate what file the information came from.

To read a file, scientists use the tags to assemble the relevant strings. A standard lab machine can then reveal the sequence of DNA letters in each string.

Nobody is talking about replacing hard drives in consumer computers with DNA. For one thing, it takes too long to read the stored information. That's never going to be accomplished in seconds, says Ewan Birney, who works on DNA storage with Goldman at the bioinformatics institute.

But for valuable material like corporate records in long-term storage, "if it's worth it, you'll wait," says Goldman, who with Birney is talking to investors about setting up a company to offer DNA storage.

Sri Kosuri of the University of California Los Angeles, who has worked on DNA information storage but now largely moved on to other pursuits, says one challenge for making the technology practical is making it much cheaper.

Scientists custom-build fairly short strings DNA now for research, but scaling up enough to handle information storage in bulk would require a "mind-boggling" leap in output, Kosuri says. With current technology, that would be hugely expensive, he says.

George Church, a prominent Harvard genetics expert, agrees that cost is a big issue. But "I'm pretty optimistic it can be brought down" dramatically in a decade or less, says Church, who is in the process of starting a company to offer DNA storage methods.

For all the interest in the topic, it's worth noting that so far the amount of information that researchers have stored in DNA is relatively tiny.

Earlier this month, Microsoft announced that a team including Strauss and Ceze had stored a record 200 megabytes. The information included 100 books—one, fittingly, was "Great Expectations"—along with a brief video and many documents. But it was still less than 5 percent the capacity of an ordinary DVD.
Yet it's about nine times the mark reported just last month by Church, who says the announcement shows "how fast the field is moving."

Meanwhile, people involved with archiving digital data say their field views DNA as a possibility for the future, but not a cure-all.

"It's a very interesting and promising approach to the storage problem, but the storage problem is really only a very small part of digital preservation," says Cal Lee, a professor at the University of North Carolina's School of Information and Library Science.

It's true that society will probably always have devices to read DNA, so that gets around the problem of obsolete readers, he says. But that's not enough.

"If you just read the ones and zeroes, you don't know how to interpret it," Lee says.

For example, is that string a picture, text, a sound clip or a video? Do you still have the software to make sense of it?

What's more, the people in charge of keeping digital information want to check on it periodically to make sure it's still intact, and "I don't know how viable that is with DNA," says Euan Cochrane, digital preservation manager at the Yale University Library. It may mean fewer such check-ups, he says.

Cochrane, who describes his job as keeping information accessible "10 years to forever," says DNA looks interesting if its cost can be reduced and scientists find ways to more quickly store and recover information.

Starr says his data-storage device company hasn't taken a detailed look at DNA technology because it's too far in the future.

There are "always things out on the horizon that could store data for a very long time," he says. But the challenge of turning those ideas into a practical product "really trims the field down pretty quickly." [13]

**Second layer of information in DNA confirmed**

Leiden theoretical physicists have proven that DNA mechanics, in addition to genetic information in DNA, determines who we are. Helmut Schiessel and his group simulated many DNA sequences and found a correlation between mechanical cues and the way DNA is folded. They have published their results in PLoS One.

When James Watson and Francis Crick identified the structure of DNA molecules in 1953, they revealed that DNA information determines who we are. The sequence of the letters G, A, T and C in the famous double helix determines what proteins are made by our cells. If you have brown eyes, for example, this is because a series of letters in your DNA encodes for proteins that build brown eyes. Each cell contains the exact same letter sequence, and yet every organ behaves differently. How is this possible?
**Mechanical cues**
Since the mid 1980s, it has been hypothesized that there is a second layer of information on top of the genetic code consisting of DNA mechanical properties.

Each of our cells contains two meters of DNA molecules, and these molecules need to be wrapped up tightly to fit inside a single cell. The way in which DNA is folded determines how the letters are read out, and therefore which proteins are actually made. In each organ, only relevant parts of the genetic information are read. The theory suggests that mechanical cues within the DNA structures determine how preferentially DNA folds.

**Simulation**
For the first time, Leiden physicist Helmut Schiessel and his research group provide strong evidence that this second layer of information indeed exists. With their computer code, they have simulated the folding of DNA strands with randomly assigned mechanical cues. It turns out that these cues indeed determine how the DNA molecule is folded into so-called nucleosomes. Schiessel found correlations between the mechanics and the actual folding structure in the genome of two organisms—baker’s yeast and fission yeast. This finding reveals evolutionary changes in DNA—mutations—that have two very different effects: The letter sequence encoding for a specific protein can change, or the mechanics of the DNA structure can change, resulting in different packaging and levels of DNA accessibility, and therefore differing frequency of production of that protein. [12]

**Quantum entanglement between the electron clouds of nucleic acids in DNA**
We model the electron clouds of nucleic acids in DNA as a chain of coupled quantum harmonic oscillators with dipole-dipole interaction between nearest neighbours resulting in a van der Waals type bonding. Crucial parameters in our model are the distances between the acids and the coupling between them, which we estimate from numerical simulations. We show that for realistic parameters nearest neighbour entanglement is present even at room temperature. We quantify the amount of entanglement in terms of negativity and single base von Neumann entropy. We find that the strength of the single base von Neumann entropy depends on the neighbouring sites, thus questioning the notion of treating single bases as logically independent units. We derive an analytical expression for the binding energy of the coupled chain in terms of entanglement and show the connection between entanglement and correlation energy, a quantity commonly used in quantum chemistry. [11]
Scientists discover secret code hidden within human DNA

Scientists have discovered a secret second code hiding within DNA which instructs cells on how genes are controlled. The amazing discovery is expected to open new doors to the diagnosis and treatment of diseases, according to a new study.

Ever since the genetic code was deciphered over 40 years ago, scientists have believed that it only described how proteins are made. However, the revelation made by the research team led by John Stamatoyannopoulos of the University of Washington indicates that genomes use the genetic code to write two separate languages.

“For over 40 years we have assumed that DNA changes affecting the genetic code solely impact how proteins are made,” said Stamatoyannopoulos, according to the press release. “Now we know that this basic assumption about reading the human genome missed half of the picture.”

Scientists discovered that the second language instructs the cells on how genes are controlled, according to findings published in Science magazine on Friday. The study is part of the Encyclopedia of DNA Elements Project, also known as ENCODE.

DNA (Deoxyribonucleic acid) is a nucleic acid that is the main constituent of the chromosomes of all organisms, except some viruses. DNA is self-replicating, plays a central role in protein synthesis, and is responsible for the transmission of hereditary characteristics from parents to offspring.

The second language remained hidden for so long because one language is written on top of the other, scientists said.
Scientists already knew that the genetic code uses a 64-letter alphabet called codons. The research team discovered that some of the codons can have two meanings – one related to proteins, the other to gene control. Those codons were given the name ‘duons.’

And it’s those duons that are expected to change the way physicians interpret human genomes, and give clues for the treatments of diseases.

“The fact that the genetic code can simultaneously write two kinds of information means that many DNA changes that appear to alter protein sequences may actually cause disease by disrupting gene control programs or even both mechanisms simultaneously,” said Stamatoyannopoulos.

Speaking about the discovery, Stamatoyannopoulos said that the “new findings highlight that DNA is an incredibly powerful information storage device, which nature has fully exploited in unexpected ways.” [10]

**This Physicist Has a Groundbreaking Idea about Why Life Exists**

“You start with a random clump of atoms, and if you shine light on it for long enough, it should not be so surprising that you get a plant,” England said.

England’s theory is meant to underlie, rather than replace, Darwin’s theory of evolution by natural selection, which provides a powerful description of life at the level of genes and populations. “I am certainly not saying that Darwinian ideas are wrong,” he explained. “On the contrary, I am just saying that from the perspective of the physics, you might call Darwinian evolution a special case of a more general phenomenon.”

At the heart of England’s idea is the second law of thermodynamics, also known as the law of increasing entropy or the “arrow of time.” Hot things cool down, gas diffuses through air, eggs scramble but never spontaneously unscramble; in short, energy tends to disperse or spread out as time progresses. Entropy is a measure of this tendency, quantifying how dispersed the energy is among the particles in a system, and how diffuse those particles are throughout space. It increases as a simple matter of probability: There are more ways for energy to be spread out than for it to be concentrated.
A computer simulation by Jeremy England and colleagues shows a system of particles confined inside a viscous fluid in which the turquoise particles are driven by an oscillating force. Over time (from top to bottom), the force triggers the formation of more bonds among the particles.

Thus, as particles in a system move around and interact, they will, through sheer chance, tend to adopt configurations in which the energy is spread out. Eventually, the system arrives at a state of maximum entropy called “thermodynamic equilibrium,” in which energy is uniformly distributed. A cup of coffee and the room it sits in become the same temperature, for example.

Although entropy must increase over time in an isolated or “closed” system, an “open” system can keep its entropy low — that is, divide energy unevenly among its atoms — by greatly increasing the entropy of its surroundings. In his influential 1944 monograph “What Is Life?” the eminent quantum physicist Erwin Schrödinger argued that this is what living things must do. A plant, for example, absorbs extremely energetic sunlight, uses it to build sugars, and ejects infrared light, a much less
concentrated form of energy. The overall entropy of the universe increases during photosynthesis as the sunlight dissipates, even as the plant prevents itself from decaying by maintaining an orderly internal structure.

Self-replication (or reproduction, in biological terms), the process that drives the evolution of life on Earth, is one such mechanism by which a system might dissipate an increasing amount of energy over time.

As England put it, “A great way of dissipating more is to make more copies of yourself.”

Self-Replicating Sphere Clusters: According to new research at Harvard, coating the surfaces of microspheres can cause them to spontaneously assemble into a chosen structure, such as a polytetrahedron (red), which then triggers nearby spheres into forming an identical structure.

Scientists have already observed self-replication in nonliving systems. According to new research led by Philip Marcus of the University of California, Berkeley, and reported in Physical Review Letters in August, vortices in turbulent fluids spontaneously replicate themselves by drawing energy from shear in the surrounding fluid. And in a paper in Proceedings of the National Academy of Sciences, Michael Brenner, a professor of applied mathematics and physics at Harvard, and his collaborators present theoretical models and simulations of microstructures that self-replicate. These clusters of specially coated microspheres dissipate energy by roping nearby spheres into forming identical clusters. “This connects very much to what Jeremy is saying,” Brenner said. [8]
**Photoactive Prebiotic Systems**
We propose that life first emerged in the form of such minimal photoactive prebiotic kernel systems and later in the process of evolution these photoactive prebiotic kernel systems would have produced fatty acids and covered themselves with fatty acid envelopes to become the minimal cells of the Fatty Acid World. Specifically, we model self-assembling of photoactive prebiotic systems with observed quantum entanglement phenomena. We address the idea that quantum entanglement was important in the first stages of origins of life and evolution of the biospheres because simultaneously excite two prebiotic kernels in the system by appearance of two additional quantum entangled excited states, leading to faster growth and self-replication of minimal living cells.

The quantum mechanically modeled possibility of synthesizing artificial self-reproducing quantum entangled prebiotic kernel systems and minimal cells also impacts the possibility of the most probable path of emergence of photocells on the Earth or elsewhere. We also examine the quantum entangled logic gates discovered in the modeled systems composed of two prebiotic kernels. Such logic gates may have application in the destruction of cancer cells or becoming building blocks of new forms of artificial cells including magnetically active ones.

**Significance Statement**
Our investigated self-assembly of molecules towards supramolecular bioorganic and minimal cellular systems depends on the quantum mechanics laws which induce hydrogen and Van der Waals bindings (Tamulis A, Grigalavicius, M, Orig Life Evol Biosph 41:51-71, 2011).

In the work presented here, quantum entanglement takes the form of a quantum superposition of the active components in synthesized self-assembling and self-replicating living systems. When a quantum calculation of an entangled system is made that causes one photoactive biomolecule of such a pair to take on a definite value (e.g., electron density transfer or electron spin density transfer), the other member of this entangled pair will be found to have taken the appropriately correlated value (e.g., electron density transfer or electron spin density transfer). In our simulations, the separation distance of supramolecular bio systems changes took place during geometry optimization procedures, which mimic real-world intermolecular interaction processes.


We can propose that quantum entanglement enhanced the emergence of photosynthetic prebiotic kernels and accelerated the evolution of photosynthetic life because of additional absorbed light energy, leading to faster growth and self-replication of minimal living cells.

We can state that: Livings are self-assembled and self-replicating wet and warm stochastically moving supramolecular systems where quantum entanglement can be continuously generated and destroyed by non-equilibrium effects in an environment where no static entanglement exists; quantum entanglement involve the biomolecule inside one living or between other neighboring livings.
This warm quantum coherence is basic for the explanation of DNA stability and for the understanding of brain magnetic orientation during migration in more than 50 species of birds, fishes and insects. Exists experimental evidence for quantum-coherent is used for more efficient light-harvesting in plant photosynthesis. Quantum entanglement exists in supramolecules determining the sense of smell and in the brain neurons microtubules due to quantum vibrations.

In the work presented here, we started to design and quantum mechanical investigations of the molecular logical devices which are useful for construction of nano medicine biorobots against the molecular diseases such a cancer tumors, and against the new kinds of synthesized microorganisms and nano guns.

**Figure legend**
You can see in the enclosed figure the quantum entanglement phenomenon in the closely self-assembled two synthesized protocell system due to the photo excited electron charge transfer from one protocell to another that leads to closer self-assembly and exchange of energy and information.

Visualization of the electron charge tunneling associated with the 6th (467.3 nm) excited state. The transition is mainly from squarine molecule of the first protocell situated in the bottom of this bi cellular system to precursor of fatty acid (pFA) molecule of the second subsystem (in the top) and little from the 1,4-bis(N,N-dimethylamino)naphthalene molecule (in the top-right) to the same pFA molecule of the second subsystem (in the top). The electron cloud hole is indicated by the dark blue color while the transferred electron cloud location is designated by the gray color.

As a result, these nonlinear quantum interactions compressed the overall molecular system resulting in a smaller gap between the HOMO and LUMO electron energy levels which allows enhanced tunneling of photo excited electrons from the sensitizer squarine and (1,4-bis(N,N-dimethylamino)naphthalene) to the pFA molecule resulting in its cleavage. The new fatty acid joins the existing minimal cell thus increasing it in size. After reaching some critical size, the minimal cell should divide (i.e. self-replicate) into two separate smaller minimal cells. [7]

**Quantum Biology**

Researchers have long suspected that something unusual is afoot in photosynthesis. Particles of light called photons, streaming down from the Sun; arrive randomly at the chlorophyll molecules and other light-absorbing ‘antenna’ pigments that cluster inside the cells of every leaf, and within every photosynthetic bacterium. But once the photons’ energy is deposited, it doesn’t stay random. Somehow, it gets channeled into a steady flow towards the cell’s photosynthetic reaction centre, which can then use it at maximum efficiency to convert carbon dioxide into sugars. Quantum coherence in photosynthesis seems to be beneficial to the organisms using it. But did their ability to exploit quantum effects evolve through natural selection? Or is quantum coherence just an accidental side effect of the way certain molecules are structured? [6]

**Quantum Consciousness**

Extensive scientific investigation has found that a form of quantum coherence operates within living biological systems through what is known as biological excitations and biophoton emission. What this means is that metabolic energy is stored as a form of electromechanical and electromagnetic excitations. These coherent excitations are considered responsible for generating and maintaining long-range order via the transformation of energy and very weak electromagnetic signals. After nearly twenty years of experimental research, Fritz-Albert Popp put forward the hypothesis that biophotons are emitted from a coherent electrodynamics field within the living system.

What this means is that each living cell is giving off, or resonating, a biophoton field of coherent energy. If each cell is emitting this field, then the whole living system is, in effect, a resonating field—a ubiquitous nonlocal field. And since biophotons are the entities through which the living system communicates, there is near-instantaneous intercommunication throughout. And this, claims Popp, is the basis for coherent biological organization -- referred to as quantum coherence. This discovery
led Popp to state that the capacity for evolution rests not on aggressive struggle and rivalry but on the capacity for communication and cooperation. In this sense the built-in capacity for species evolution is not based on the individual but rather living systems that are interlinked within a coherent whole: Living systems are thus neither the subjects alone, nor objects isolated, but both subjects and objects in a mutually communicating universe of meaning. . . Just as the cells in an organism take on different tasks for the whole, different populations enfold information not only for themselves, but for all other organisms, expanding the consciousness of the whole, while at the same time becoming more and more aware of this collective consciousness.

Biophysicist Mae-Wan Ho describes how the living organism, including the human body, is coordinated throughout and is "coherent beyond our wildest dreams." It appears that every part of our body is "in communication with every other part through a dynamic, tunable, responsive, liquid crystalline medium that pervades the whole body, from organs and tissues to the interior of every cell."

What this tells us is that the medium of our bodies is a form of liquid crystal, an ideal transmitter of communication, resonance, and coherence. These relatively new developments in biophysics have discovered that all biological organisms are constituted of a liquid crystalline medium. Further, DNA is a liquid-crystal, lattice-type structure (which some refer to as a liquid crystal gel), whereby body cells are involved in a holographic instantaneous communication via the emitting of biophotons (a source based on light). This implies that all living biological organisms continuously emit radiations of light that form a field of coherence and communication. Moreover, biophysics has discovered that living organisms are permeated by quantum wave forms. [5]

Information – Entropy Theory of Physics

Viewing the confined gas where the statistical entropy not needs the information addition is not the only physical system. There are for example quantum mechanical systems where the information is a very important qualification. The perturbation theory needs higher order calculations in QED or QCD giving more information on the system as in the chess games happens, where the entropy is not enough to describe the state of the matter. The variation calculation of chess is the same as the perturbation calculation of physics to gain information, where the numbers of particles are small for statistical entropy to describe the system. The role of the Feynman graphs are the same as the chess variations of a given position that is the depth of the variations tree, the Information is the same as the order of the Feynman graphs giving the Information of the micro system. [9]

Information – Entropy Theory of Life

There is also connection between statistical physics and evolutionary biology, since the arrow of time is working in the biological evolution also. The Fluctuation Theorem says that there is a probability that entropy will flow in a direction opposite to that dictated by the Second Law of Thermodynamics. In this case the Information is growing that
is the matter formulas are emerging from the chaos. So the Weak Interaction has two directions, samples for one direction is the Neutron decay, and Hydrogen fusion is the opposite direction. The living biological systems have also entropy lowering and information growing direction by building more complicated or entangled molecules, governed by the quantum mechanics and the general weak interaction. On the other hand there is the arrow of time; the entropy growing is lowering the information by dissipating these entangled or otherwise connected biomolecules, aging the living systems.

Creating quantum technology
Another area of potential application is in quantum computing. The long-standing goal of the physicists and engineers working in this area is to manipulate data encoded in quantum bits (qubits) of information, such as the spin-up and spin-down states of an electron or of an atomic nucleus. Qubits can exist in both states at once, thus permitting the simultaneous exploration of all possible answers to the computation that they encode. In principle, this would give quantum computers the power to find the best solution far more quickly than today’s computers can — but only if the qubits can maintain their coherence, without the noise of the surrounding environment, such as the jostling of neighboring atoms, destroying the synchrony of the waves. [6]

Quantum Entanglement
Measurements of physical properties such as position, momentum, spin, polarization, etc. performed on entangled particles are found to be appropriately correlated. For example, if a pair of particles is generated in such a way that their total spin is known to be zero, and one particle is found to have clockwise spin on a certain axis, then the spin of the other particle, measured on the same axis, will be found to be counterclockwise. Because of the nature of quantum measurement, however, this behavior gives rise to effects that can appear paradoxical: any measurement of a property of a particle can be seen as acting on that particle (e.g. by collapsing a number of superimposed states); and in the case of entangled particles, such action must be on the entangled system as a whole. It thus appears that one particle of an entangled pair "knows" what measurement has been performed on the other, and with what outcome, even though there is no known means for such information to be communicated between the particles, which at the time of measurement may be separated by arbitrarily large distances. [4]

The Bridge
The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but the Heisenberg Uncertainty Relation, the wave particle duality and the electron’s spin also, building the bridge between the Classical and Quantum Theories. [1]

Accelerating charges
The moving charges are self maintain the electromagnetic field locally, causing their movement and this is the result of their acceleration under the force of this field. In the classical physics the charges will distributed along the electric current so that the electric potential lowering along the current, by
linearly increasing the way they take every next time period because this accelerated motion. The same thing happens on the atomic scale giving a dp impulse difference and a dx way difference between the different part of the not point like particles.

**Relativistic effect**

Another bridge between the classical and quantum mechanics in the realm of relativity is that the charge distribution is lowering in the reference frame of the accelerating charges linearly: \( ds/dt = at \) (time coordinate), but in the reference frame of the current it is parabolic: \( s = a/2 \ t^2 \) (geometric coordinate).

**Heisenberg Uncertainty Relation**

In the atomic scale the Heisenberg uncertainty relation gives the same result, since the moving electron in the atom accelerating in the electric field of the proton, causing a charge distribution on delta x position difference and with a delta p momentum difference such a way that they product is about the half Planck reduced constant. For the proton this delta x much less in the nucleon, than in the orbit of the electron in the atom, the delta p is much higher because of the greater proton mass.

This means that the electron and proton are not point like particles, but has a real charge distribution.

**Wave – Particle Duality**

The accelerating electrons explains the wave – particle duality of the electrons and photons, since the elementary charges are distributed on delta x position with delta p impulse and creating a wave packet of the electron. The photon gives the electromagnetic particle of the mediating force of the electrons electromagnetic field with the same distribution of wavelengths.

**Atomic model**

The constantly accelerating electron in the Hydrogen atom is moving on the equipotential line of the proton and it’s kinetic and potential energy will be constant. Its energy will change only when it is changing its way to another equipotential line with another value of potential energy or getting free with enough kinetic energy. This means that the Rutherford-Bohr atomic model is right and only that changing acceleration of the electric charge causes radiation, not the steady acceleration. The steady acceleration of the charges only creates a centric parabolic steady electric field around the charge, the magnetic field. This gives the magnetic moment of the atoms, summing up the proton and electron magnetic moments caused by their circular motions and spins.

**The Relativistic Bridge**

Commonly accepted idea that the relativistic effect on the particle physics it is the fermions' spin - another unresolved problem in the classical concepts. If the electric charges can move only with accelerated motions in the self maintaining electromagnetic field, once upon a time they would
reach the velocity of the electromagnetic field. The resolution of this problem is the spinning particle, constantly accelerating and not reaching the velocity of light because the acceleration is radial. One origin of the Quantum Physics is the Planck Distribution Law of the electromagnetic oscillators, giving equal intensity for 2 different wavelengths on any temperature. Any of these two wavelengths will give equal intensity diffraction patterns, building different asymmetric constructions, for example proton - electron structures (atoms), molecules, etc. Since the particles are centers of diffraction patterns they also have particle – wave duality as the electromagnetic waves have. [2]

The weak interaction

The weak interaction transforms an electric charge in the diffraction pattern from one side to the other side, causing an electric dipole momentum change, which violates the CP and time reversal symmetry. The Electroweak Interaction shows that the Weak Interaction is basically electromagnetic in nature. The arrow of time shows the entropy grows by changing the temperature dependent diffraction patterns of the electromagnetic oscillators.

Another important issue of the quark model is when one quark changes its flavor such that a linear oscillation transforms into plane oscillation or vice versa, changing the charge value with 1 or -1. This kind of change in the oscillation mode requires not only parity change, but also charge and time changes (CPT symmetry) resulting a right handed anti-neutrino or a left handed neutrino.

The right handed anti-neutrino and the left handed neutrino exist only because changing back the quark flavor could happen only in reverse, because they are different geometrical constructions, the u is 2 dimensional and positively charged and the d is 1 dimensional and negatively charged. It needs also a time reversal, because anti particle (anti neutrino) is involved.

The neutrino is a 1/2spin creator particle to make equal the spins of the weak interaction, for example neutron decay to 2 fermions, every particle is fermions with ½ spin. The weak interaction changes the entropy since more or less particles will give more or less freedom of movement. The entropy change is a result of temperature change and breaks the equality of oscillator diffraction intensity of the Maxwell–Boltzmann statistics. This way it changes the time coordinate measure and makes possible a different time dilation as of the special relativity.

The limit of the velocity of particles as the speed of light appropriate only for electrical charged particles, since the accelerated charges are self maintaining locally the accelerating electric force. The neutrinos are CP symmetry breaking particles compensated by time in the CPT symmetry, that is the time coordinate not works as in the electromagnetic interactions, consequently the speed of neutrinos is not limited by the speed of light.

The weak interaction T-asymmetry is in conjunction with the T-asymmetry of the second law of thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes the weak interaction, for example the Hydrogen fusion.

Probably because it is a spin creating movement changing linear oscillation to 2 dimensional oscillation by changing d to u quark and creating anti neutrino going back in time relative to the
proton and electron created from the neutron, it seems that the anti neutrino fastest then the velocity of the photons created also in this weak interaction?

A quark flavor changing shows that it is a reflection changes movement and the CP- and T- symmetry breaking!!! This flavor changing oscillation could prove that it could be also on higher level such as atoms, molecules, probably big biological significant molecules and responsible on the aging of the life.

Important to mention that the weak interaction is always contains particles and antiparticles, where the neutrinos (antineutrinos) present the opposite side. It means by Feynman’s interpretation that these particles present the backward time and probably because this they seem to move faster than the speed of light in the reference frame of the other side.

Finally since the weak interaction is an electric dipole change with ½ spin creating; it is limited by the velocity of the electromagnetic wave, so the neutrino’s velocity cannot exceed the velocity of light.

The General Weak Interaction
The Weak Interactions T-asymmetry is in conjunction with the T-asymmetry of the Second Law of Thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes for example the Hydrogen fusion. The arrow of time by the Second Law of Thermodynamics shows the increasing entropy and decreasing information by the Weak Interaction, changing the temperature dependent diffraction patterns. A good example of this is the neutron decay, creating more particles with less known information about them.

The neutrino oscillation of the Weak Interaction shows that it is a general electric dipole change and it is possible to any other temperature dependent entropy and information changing diffraction pattern of atoms, molecules and even complicated biological living structures.

We can generalize the weak interaction on all of the decaying matter constructions, even on the biological too. This gives the limited lifetime for the biological constructions also by the arrow of time. There should be a new research space of the Quantum Information Science the 'general neutrino oscillation' for the greater then subatomic matter structures as an electric dipole change.

There is also connection between statistical physics and evolutionary biology, since the arrow of time is working in the biological evolution also. The Fluctuation Theorem says that there is a probability that entropy will flow in a direction opposite to that dictated by the Second Law of Thermodynamics. In this case the Information is growing that is the matter formulas are emerging from the chaos. So the Weak Interaction has two directions, samples for one direction is the Neutron decay, and Hydrogen fusion is the opposite direction.

Fermions and Bosons
The fermions are the diffraction patterns of the bosons such a way that they are both sides of the same thing.

Van Der Waals force
Named after the Dutch scientist Johannes Diderik van der Waals – who first proposed it in 1873 to explain the behaviour of gases – it is a very weak force that only becomes relevant when atoms and molecules are very close together. Fluctuations in the electronic cloud of an atom mean that it will
have an instantaneous dipole moment. This can induce a dipole moment in a nearby atom, the result being an attractive dipole–dipole interaction.

**Electromagnetic inertia and mass**

**Electromagnetic Induction**
Since the magnetic induction creates a negative electric field as a result of the changing acceleration, it works as an electromagnetic inertia, causing an electromagnetic mass. [1]

**Relativistic change of mass**
The increasing mass of the electric charges the result of the increasing inductive electric force acting against the accelerating force. The decreasing mass of the decreasing acceleration is the result of the inductive electric force acting against the decreasing force. This is the relativistic mass change explanation, especially importantly explaining the mass reduction in case of velocity decrease.

**The frequency dependence of mass**
Since \( E = hv \) and \( E = mc^2 \), \( m = \frac{hv}{c^2} \) that is the \( m \) depends only on the \( v \) frequency. It means that the mass of the proton and electron are electromagnetic and the result of the electromagnetic induction, caused by the changing acceleration of the spinning and moving charge! It could be that the \( m_c \) inertial mass is the result of the spin, since this is the only accelerating motion of the electric charge. Since the accelerating motion has different frequency for the electron in the atom and the proton, they masses are different, also as the wavelengths on both sides of the diffraction pattern, giving equal intensity of radiation.

**Electron – Proton mass rate**
The Planck distribution law explains the different frequencies of the proton and electron, giving equal intensity to different lambda wavelengths! Also since the particles are diffraction patterns they have some closeness to each other – can be seen as a gravitational force. [2]

There is an asymmetry between the mass of the electric charges, for example proton and electron, can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy distribution is asymmetric around the maximum intensity, where the annihilation of matter and antimatter is a high probability event. The asymmetric sides are creating different frequencies of electromagnetic radiations being in the same intensity level and compensating each other. One of these compensating ratios is the electron – proton mass ratio. The lower energy side has no compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

**Gravity from the point of view of quantum physics**

**The Gravitational force**
The gravitational attractive force is basically a magnetic force.

The same electric charges can attract one another by the magnetic force if they are moving parallel in the same direction. Since the electrically neutral matter is composed of negative and positive
charges they need 2 photons to mediate this attractive force, one per charges. The Bing Bang caused parallel moving of the matter gives this magnetic force, experienced as gravitational force.

Since graviton is a tensor field, it has spin = 2, could be 2 photons with spin = 1 together.

You can think about photons as virtual electron – positron pairs, obtaining the necessary virtual mass for gravity.

The mass as seen before a result of the diffraction, for example the proton – electron mass rate \( M_p = 1840 \, \text{Me} \). In order to move one of these diffraction maximum (electron or proton) we need to intervene into the diffraction pattern with a force appropriate to the intensity of this diffraction maximum, means its intensity or mass.

The Big Bang caused acceleration created radial currents of the matter, and since the matter is composed of negative and positive charges, these currents are creating magnetic field and attracting forces between the parallel moving electric currents. This is the gravitational force experienced by the matter, and also the mass is result of the electromagnetic forces between the charged particles. The positive and negative charged currents attracts each other or by the magnetic forces or by the much stronger electrostatic forces!

The gravitational force attracting the matter, causing concentration of the matter in a small space and leaving much space with low matter concentration: dark matter and energy. There is an asymmetry between the mass of the electric charges, for example proton and electron, can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy distribution is asymmetric around the maximum intensity, where the annihilation of matter and antimatter is a high probability event. The asymmetric sides are creating different frequencies of electromagnetic radiations being in the same intensity level and compensating each other. One of these compensating ratios is the electron – proton mass ratio. The lower energy side has no compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

**The Higgs boson**

By March 2013, the particle had been proven to behave, interact and decay in many of the expected ways predicted by the Standard Model, and was also tentatively confirmed to have + parity and zero spin, two fundamental criteria of a Higgs boson, making it also the first known scalar particle to be discovered in nature, although a number of other properties were not fully proven and some partial results do not yet precisely match those expected; in some cases data is also still awaited or being analyzed.

Since the Higgs boson is necessary to the W and Z bosons, the dipole change of the Weak interaction and the change in the magnetic effect caused gravitation must be conducted. The Wien law is also important to explain the Weak interaction, since it describes the \( T_{\text{max}} \) change and the diffraction patterns change. [2]
**Higgs mechanism and Quantum Gravity**

The magnetic induction creates a negative electric field, causing an electromagnetic inertia. Probably it is the mysterious Higgs field giving mass to the charged particles? We can think about the photon as an electron-positron pair, they have mass. The neutral particles are built from negative and positive charges, for example the neutron, decaying to proton and electron. The wave -- particle duality makes sure that the particles are oscillating and creating magnetic induction as an inertial mass, explaining also the relativistic mass change. Higher frequency creates stronger magnetic induction, smaller frequency results lesser magnetic induction. It seems to me that the magnetic induction is the secret of the Higgs field.

In particle physics, the Higgs mechanism is a kind of mass generation mechanism, a process that gives mass to elementary particles. According to this theory, particles gain mass by interacting with the Higgs field that permeates all space. More precisely, the Higgs mechanism endows gauge bosons in a gauge theory with mass through absorption of Nambu–Goldstone bosons arising in spontaneous symmetry breaking.

The simplest implementation of the mechanism adds an extra Higgs field to the gauge theory. The spontaneous symmetry breaking of the underlying local symmetry triggers conversion of components of this Higgs field to Goldstone bosons which interact with (at least some of) the other fields in the theory, so as to produce mass terms for (at least some of) the gauge bosons. This mechanism may also leave behind elementary scalar (spin-0) particles, known as Higgs bosons.

In the Standard Model, the phrase "Higgs mechanism" refers specifically to the generation of masses for the $W^\pm$, and $Z$ weak gauge bosons through electroweak symmetry breaking. The Large Hadron Collider at CERN announced results consistent with the Higgs particle on July 4, 2012 but stressed that further testing is needed to confirm the Standard Model.

**What is the Spin?**

So we know already that the new particle has spin zero or spin two and we could tell which one if we could detect the polarizations of the photons produced. Unfortunately this is difficult and neither ATLAS nor CMS are able to measure polarizations. The only direct and sure way to confirm that the particle is indeed a scalar is to plot the angular distribution of the photons in the rest frame of the centre of mass. A spin zero particles like the Higgs carries no directional information away from the original collision so the distribution will be even in all directions. This test will be possible when a much larger number of events have been observed. In the mean time we can settle for less certain indirect indicators.

**The Graviton**

In physics, the graviton is a hypothetical elementary particle that mediates the force of gravitation in the framework of quantum field theory. If it exists, the graviton is expected to be massless (because the gravitational force appears to have unlimited range) and must be a spin-2 boson. The spin follows from the fact that the source of gravitation is the stress-energy tensor, a second-rank tensor (compared to electromagnetism’s spin-1 photon, the source of which is the four-current, a first-rank tensor). Additionally, it can be shown that any massless spin-2 field would give rise to a force indistinguishable from gravitation, because a massless spin-2 field must couple to (interact with) the stress-energy tensor in the same way that the gravitational field does. This result suggests that, if a massless spin-2 particle is discovered, it must be the graviton, so that the only experimental verification needed for the graviton may simply be the discovery of a massless spin-2 particle. [3]
Conclusions

“The fact that the genetic code can simultaneously write two kinds of information means that many DNA changes that appear to alter protein sequences may actually cause disease by disrupting gene control programs or even both mechanisms simultaneously,” said Stamatoyannopoulos. Speaking about the discovery, Stamatoyannopoulos said that the “new findings highlight that DNA is an incredibly powerful information storage device, which nature has fully exploited in unexpected ways." [10]

There is also connection between statistical physics and evolutionary biology, since the arrow of time is working in the biological evolution also. Prentiss, who runs an experimental biophysics lab at Harvard, says England’s theory could be tested by comparing cells with different mutations and looking for a correlation between the amount of energy the cells dissipate and their replication rates. [8]

Exists experimental evidence for quantum-coherent is used for more efficient light-harvesting in plant photosynthesis. Quantum entanglement exists in supramolecules determining the sense of smell and in the brain neurons microtubules due to quantum vibrations.

In the work presented here, we started to design and quantum mechanical investigations of the molecular logical devices which are useful for construction of nano medicine biorobots against the molecular diseases such a cancer tumors, and against the new kinds of synthesized microorganisms and nano guns. [7]

One of the most important conclusions is that the electric charges are moving in an accelerated way and even if their velocity is constant, they have an intrinsic acceleration anyway, the so called spin, since they need at least an intrinsic acceleration to make possible they movement.

The accelerated charges self-maintaining potential shows the locality of the relativity, working on the quantum level also. [1]

The bridge between the classical and quantum theory is based on this intrinsic acceleration of the spin, explaining also the Heisenberg Uncertainty Principle. The particle – wave duality of the electric charges and the photon makes certain that they are both sides of the same thing. The Secret of Quantum Entanglement that the particles are diffraction patterns of the electromagnetic waves and this way their quantum states every time is the result of the quantum state of the intermediate electromagnetic waves. [2]

These relatively new developments in biophysics have discovered that all biological organisms are constituted of a liquid crystalline medium. Further, DNA is a liquid-crystal, lattice-type structure (which some refer to as a liquid crystal gel), whereby body cells are involved in a holographic instantaneous communication via the emitting of biophotons (a source based on light). This implies that all living biological organisms continuously emit radiations of light that form a field of coherence and communication. Moreover, biophysics has discovered that living organisms are permeated by quantum wave forms. [5]

Basing the gravitational force on the accelerating Universe caused magnetic force and the Planck Distribution Law of the electromagnetic waves caused diffraction gives us the basis to build a Unified Theory of the physical interactions also.
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