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Abstract—Service composition is an important research prob- incur computation bottleneck and suffer the single point of
lem in service computing systems, which combines simple and fajlure. They are also inapplicable in some environmentsreh
individual services into composite services to fulfill users’ compleX here is not a central manager, e.g., sensor networks [&]. Th
requirements. Service composition usually consists of four stages d tralised h e th tati -b ]
i.e., service discovery, candidate selection, service negotiationd€Cc€Ntralised approaches overcome the computation -nottie
and task execution. In self-organising systems, there is the fith Neck and the single point of failure drawback of the cergeali
stage of service composition: self-evolution. Most of existing approaches by enabling a service consumer to autonomously
works study only some of the five stages. However, these fivegrganise service composition. However, some decentdalise
stages should be systematically studied so as to develop arhpproaches [12], [13] assume that each service consumer has

integrated and efficient service composition approach. Against . . .
this background, this paper proposes an agent-based integrate € full knowledge of the environment. This assumption is

self-evolving service composition approach. This approach sys- infe_asible in some large-scale envi.ronments, e.g., nolotid
tematically takes the five stages of service composition into environments [14]. Other decentralised approaches [10jeva

consideration. It is also decentralised and self-evolvable. Exper- this assumption by modeling a networked environment, where

imental results demonstrate that the proposed approach can each participant has a set of neighbours or acquaintances
achieve almost the same success rates while uses much less

communication overhead and time consumption in comparison @n'd €ach participant has knowledge only about its neigfsbour
with three existing representative approaches. or acquaintances. These decentralised approaches, hrpweve

overlook the evolution of the operating environments, weher
participants may change the acquaintance relationshipelest
each other over time and service providers may buy extra ser-
I. INTRODUCTION vices from other participants or sell infrequently used/iees
With the development of computing, service-oriented conte other participants. Such evolution exists in a number of
puting becomes a new paradigm for engineering modemal world systems, e.g., multi-agent systems [15], [16¢ja
complex systems which are composed of various services fmtworks [17] and peer-to-peer systems [18]. Therefore, to
users’ consumption [1]. Due to the increase of the complexiddapt to such evolving environments rapidly, it is importan
of users’ requirements, individual services sometimesicanto develop a service composition approach which can self-
fulfill users’ requirements. Service composition becomes exvolve over time. Moreover, service composition consists o
necessary and effective technique to satisfy users’ complave stages: service discovery, candidate selection, a@rvi
requirements. Service composition enables simple and indegotiation, task execution and self-evolution, whereastm
vidual services to be dynamically combined into composit the existing approaches study only some of the five stages
services by coordinating service providers and configurin@9], [5], [20], [21]. To develop an integrated and efficient
existing services so as to meet users’ complex requiremestgvice composition approach, all the five stages should be
[2]. Currently, service composition has been widely stddie systematically studied.
many systems, e.g., cloud systems [3], multi-agent system®8ased on this background, in this paper, an agent-based
[4], mobile ad hoc networks [5] and sensor networks [6]ntegrated self-evolving service composition approachrs
Specifically, service composition is an aggregation of atomposed. The proposed approach tackles two research chedleng
or composite services which collaborate to implement a ketaf service composition. First, self-evolution is an import
operations in order to carry out a complex task or a businge®perty of self-organising systems [22], [16]. Howevesifs
process [7]. evolution in service composition has not been addressqut pro
In the last decade, a number of service composition agrly in existing approaches [19]. Second, as describedeabov
proaches have been proposed. Most of these approachessareice composition consists of five stages which should be
centralised [8], [9], while only a few of them are decensall systematically considered to achieve an integrated servic
[10], [11]. In these centralised approaches, there is ar@enttomposition approach. Existing approaches, however,idens
manager or controller who has the full knowledge of the ewnly some of the five stages [5].
vironments and is responsible to organise service coniposit In summary, the advantages of the proposed approach are
for consumers in the environments. The centralised appesacas follows.
are very efficient in small scale environments. Howevery the 1) The proposed approach is decentralised which can avoid

the computation bottleneck and the single point of failurd a
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modification enables participants to remove existing and/tvansition graph and developed a multi-agent learning -algo
add new acquaintances so as to build neighbourhood with othiéhm to handle the problem. The solution of their algoritlam
useful participants. Both of service migration and relatioa procedure that indicates how a team of agents selectsasgrvi
modification are important features of self-organisingeys in each state. Unlike Moustafa and Zhang's single agent
[22], [16]. learning algorithm, Wang et al’s algorithm is a multi-agen

3) Unlike the existing approaches which consider only sonmee which can perform better than a single agent learning
of the five stages of service composition [5], the proposedgorithm.
approach is the first integrated one which combines all theMoustafa et al. [11] proposed a stigmergy-based approach to
five stages. model service interactions and handle service composition

4) The proposed approach is developed in a general envirtimeir approach, interactions among service agents areettdi
ment instead of specific systems, e.g., mobile ad hoc neswolly leaving and sensing artificial pheromone. Such pheromone
[20]. This means that the proposed approach could be applesttodes specific information which is used to achieve servic
in various systems. composition. Also, they developed a trust model for service

The rest of the paper is organised as follows. Section délection based on the balance between the trust ranks of the
presents related studies about service composition. ddecttoncrete services and the trust ranks of the whole workflow.
lll provides a motivating example of our research. Section These decentralised approaches distribute the decismn pr
IV describes the detail of our integrated self-evolvingvemr cess about service composition to each service consumer.
composition approach. Experiments and the correspondifigus, the computation bottleneck and the single point &f fai
analysis are given in Section V. Section VI concludes theepapire can be avoided. These decentralised approaches, hpweve

and points out the future research directions. have to use global information for service composition. For
example, a service consumer is allowed to select services in
Il. RELATED WORK the whole environment, which implies that a service consume

Various approaches have been proposed to handle the gapws all the service providers in the environment. The use
vice composition problem [8], [9]. Most of these approachesf global information is infeasible in large environmenis.
are centralised [23], [1], [24], [25], [14]. order to avoid using global information, some decentrdlise
Ardagna and Pernici [1] formalised the service compositicpproaches were developed in networked environments gwher
problem as a mixed integer linear programming problem. Thewch participant has a set of acquaintances and each pantici
used loops peeling in the optimisation and took constrairtias knowledge only about these acquaintances.
posed by stateful services into consideration. In theiraggh, Sim [3] proposed an agent-based paradigm for cloud re-
there is a centralise@oncretisatormodule which selects the source management which includes cloud search, cloud com-
best concrete services to be invoked from a service registnerce and cloud service composition. In his approach, each
for each task of the composed service according to useparticipant has a service capability table which records a
requirements and the optimisation criteria. list of neighbouring participants and their services. Then
Kurdi et al. [14] developed a centralised combinatorialonsumer selects services for composition by consultisg it
optimisation algorithm for service composition in multdad service capability table to determine to which particigaitt
environments. Their algorithm includes a cloud combineat ashould send its request message. Through this way, the mumbe
a service composer. The cloud combiner is used to sele¢tmessages exchanged among participants in the system can
the appropriate cloud combination from the multi-cloud erbe significantly reduced compared to those approaches which
vironment. The service composer takes the cloud combimatibroadcast messages to all the participants in the system.
as input and generates a final service composition sequenc&utierrez-Garcia and Sim [10] devised a semi-recursive
which meets user’s request. contract net protocol enhanced with service capabilityetab
The centralised approaches are very efficient in small scdlee protocol is based on recursive calls of the contract net
environments. However, as all the computation and commprotocol [27] which is a distributed problem solving tech-
nication are handled by a central manager, the centraliseidue used for achieving service agreements among service
approaches may incur computation and communication bottemnsumers and service providers. By using the protocol, a
necks and suffer the single point of failure. In order to eveservice consumer can efficiently find feasible service mrend
come the drawbacks of centralised approaches, deceatraliwhich are capable of carrying out a given task.
approaches have also been proposed. These decentralised approaches were designed based only
Moustafa and Zhang [12] proposed a reinforcement learon local information, so they can be used in large scale
ing approach for multi-objective service composition andnvironments. However, these approaches do not consider
adaptation in dynamic uncertain environments. They usH#te multiple stages of service composition, including the
multi-objective Markov decision process to model the s@vi evolution of environments, where participants may change
composition problem. Then, two algorithms were devisatie acquaintance relationship between each other over time
to handle single policy and multiple policy multi-objeaiv and participants may buy extra services from others or sell
service composition based on user preferences. The solutiofrequently used services to others. Some other decesatdal
of each of the two algorithms is a procedure that indicatepproaches take multiple stages of service compositian int
how an agent selects a service in each state. By using the mamsideration but they still have some limitations or défeces
algorithms, an agent can find a set of optimal workflows whiatompared to our approach.
fulfill the trade-offs among multiple QoS objectives. Prinz et al. [19] studied dynamic service composition in
Wang et al. [26] proposed a reinforcement learning approaP2P systems by introducing logical peer groups. They then
for large scale and adaptive service composition. They magaFoposed an approach which enables runtime composite ser-
eled the service composition problem as a multi-dimensionadce reconfiguration including service exchange amongseer
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The formation of a logical service group is carried out bgomposition: service discovery and service selection,levhi
an initial coordinator which collects information aboutl alour work is conducted in general environments and focuses
peers required sub-service. During execution, new peeys namn all the five stages of service composition.

arrive and peers’ execution properties may vary. Then, sub-Compared with existing approaches, our approach is de-
services may be exchanged among peers to guarantee cinatralised, uses only local information and takes mutipl
proper execution of the system. Their approach, however,sisges, including self-evolution, of service compositioto
based on global information, while our approach is basednsideration.

only on local information. Moreover, self-evolution in the

approach considers service exchange only, while selfs&ool I1l. A'M OTIVATING EXAMPLE

in our approach considers both service exchange and melatio

modification.
Cardellini et al. [21] proposed a decentralised service
composition approach by using a gossip protocol to sup- ii —

port information dissemination and decision making. Inirthe
approach, each peer has three components: network latency
estimator, workflow manager and gossip manager. Network
latency estimator estimates the network delay betwees péir
peers in order to meet QoS requirements. Workflow manager i
responsible for initialising the composition of a new wookil

or for repairing an existing workflow. Gossip manager is o

responsible for decentralised information disseminatio Fi9- 1. A motivating example

decision making so as to achieve dynamic service compositio This section provides an application example from target
and adaptation of workflows. Their approach is fully decerracking in wireless sensor networks (WSNs). It should be
tralised which is based only on local information. Howevenoted that the target tracking in WSNs is an application
their study focuses on service discovery and selectionewhéxample only. The proposed service composition approalth wi
overlooks other stages. In comparison, our approach cerssidoe developed in a general environment rather than any specifi
all the five stages. networks or systems.

Groba and Clarke [20] presented a service compositionin Fig. 1, each circle represents a sensor node. Suppose
protocol which opportunistically allocates and invokes/ge that sensor 1 has detected a target and needs to identify
providers. They modeled a service composite as a direc@nd track the target. To identify and track a target, sensor 1
acyclic graph and a service provision as a time-varying lgrapeeds two services: identification service and trackingiser
Then, service composition is to find a mapping betweesensor 1, however, does not have such two services and
the directed acyclic graph and the sequence of time-varyingeds to ask other sensors in the network for help. This is
graph such that the edges between two services are enalblewlireless sensor network, so sensor 1 has knowledge only
for the time they interact. Their protocol is independent afbout its neighbouring sensors, i.e., sensor 2 and sensor 3.
network topology and can reduce failure probability. Thefsensor 1 will inquire sensor 2 and sensor 3 that if they
study is different from ours in the following aspects. Kirsican provide any of the services. In the case that sensor 2
their protocol is developed in dynamic ad hoc environment®nd sensor 3 cannot provide the required services, they will
while our approach is designed in a general environmeinguire their neighbours. This process will continue uttié
which means that our approach could be applied in variopge-set TTL (Time To Live) value for the discovery of each
environments. Second, for service composition, theirquoit service is reached (stage 1). After the search process;aseve
mainly focuses on three stages: service discovery, servigmyvice providers may be found for each service requesn,The
selection and service execution (known as service allmeatisensor 1 will select providers for the service requests dase
and invocation in the papér)while our approach studies allon some criteria (stages 2 and 3). After execution of these
the five stages. Third, in their protocol, the service coritipss  services (stage 4), sensor 1 will evolve (stage 5). Sensor 1
problem is modeled as a graph mapping problem, while in oomay remove less efficient neighbours or may add efficient
approach, the service composition problem is modeled asensors as new neighbours. In this example, the removed or
multi-agent resource allocation problem. Since the moalets added neighbours are logic neighbours rather than physical
environments are different, the solutions are entirelfediint. neighbours, because physical neighbours are formed based o

Chen and Clarke [5] proposed a decentralised servisensors sensing ranges and thus cannot be changed dybitrari
composition model, where a system dynamically adapts i8WSNS, sensors can change physical neighbours by adjusting
business process by composing its fragments on-demandheir sensing ranges. The detailed discussion of discauedy
meet the constraints of service providers and consumegbange of physical neighbours in WSNs is out of the scope
Their model matchesl, (L < 1) service queries tolM of this paper. Interested readers can refer to [28].

(M < 1) services by adapting abstract workflows and their Specifically, the service workflow of the example tracking
concrete implementation details. Their work is carried iout network is given in Fig. 2. As stated in [29], [30], there are
ad hoc environments and focuses on two stages of serviogighly seven types of services used in a tracking netwsyk.
is the target discovery service which is used for discowgrin
1Groba and Clarke [20]'s protocol also considers other tages: synchro- that a target appears in the netwofk. is the target detection
nisation and communication. The two stages have to be coesiderad hoc gervice which is used to locate the position of the target.
environments but are not necessary in general environmérdsr hpproach - . e . .
is applied to ad hoc or other communication environments, thesestages 4 and.Ss constitute the target identification service, wh8ge
will be taken into account. is the target feature extraction servicg, is the target feature
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classification service, anfl; is the target feature recognitionpossible roles: consumer, broker and provider which are

service.S; is the target tracking service which is used to chaskefined inDefinition 2.

the target.Ss may be provided by multiple service providers,

i.e., sensors, as the target may travel in the network andafinition 2: (Consumer, Broker and Provider). When

sensor is not powerful enough to cover the area that thettargeparticipant initialises a service request, this paréioipis

travels through.S; is the processing and reporting servicealled a service consumer. When a participant provides a

which is used to process the collected information and tepservice or services to a consumer, this participant is dadle

the outcome to the user. service provider. When a participant receives a commitment
from a consumer to find proper providers, this participant is
called a broker.

According to Definition 2, the role of a participant is
based on a specific service request. As each participant has
a set of services, a participant can be a consumer, a broker
and a provider simultaneously. For example, a participant,
v;, heeds a services;, So for services;, v; IS a consumer.
Meanwhile, v; provides services, to participantv;, so for
servicess, v; is a provider. Alsop; has a commitment from

) o , . participantv;, for servicess to find a proper provider, so for
work. Thus_, thos_e centralised service composition appremac concurrently,u; can be a consumer, a broker and a provider
are most likely inadequate here. Also, in WSNSs, the CONdimultaneously.

munication capability of sensors is very limited [31], [32] The service composition problem in this paper is described
Thus, those decentralised service composition approachgspefinition 3.

which have to use global information, are also most likely

inadequate, as the acquisi'gion_of gk_)bal information imesl pefinition 3: (Service Composition) In an acquaintance
large overhead of communication. Finally, as WSNs are sef{ztwork. when a consumer has a complex taEk,which
organising systems [33], those decentralised service COR¥e(ds a set of services to fUIfil; < {s1, ..., s}, then how

position approaches, which do not consider the evolutiqg fing and select proper providers for these services iedall
of environments, are again most likely inadequate here ipyice composition in this pager

ther. Therefore, a decentralised service compositioncaur,
which considers multiple stages of service composition apd pefinition 3, the number of required services of a
uses little communication overhead, is necessary and the @omplex task depends on the type of the task. For example,
of this paper is to develop such an approach. in Section IlI, the target chasing task needs five services:
the target discovery service, the target detection sertiee
target identification service, the target tracking serviaed

e processing and reporting service. Furthermore, thgetar
identification service can be considered as a sub-task which
needs three services: the target feature extraction servic
A Problem Eormulation the target featur_e classification servi<_:e and the tqrgeuﬁea

: recognition service. As our approach is developed in a gé&ner

The proposed approach is developed in a distributevironment, we do not set a specific number of services for
networked environment which is defined as an acquaintangg&omplex task. Instead, we use a variable, to represent
network in Definition 1. the number of required services.

Fig. 2. The service workflow

IV. THE INTEGRATED SELF-EVOLVING APPROACHDESIGN
In this section, we first formulate the problem. Then,
overview of the proposed approach is given. Finally, thaitket

of the proposed approach are presented.

Definition 1: (Acquaintance Network). The acquaintance
network is defined as an undirected gragh = (V, E).
V = {v,...,v,} is the set of participants in the network. To make participants autonomous, each participant is
E CV x V is the set of edges which link participants. Twaquipped with an intelligent agent which behaves on beHalf o
participants,v; and v;, are acquaintances of each other ithe participant. Then, various intelligent agent techgis,
(vi,vj) € E. Each participanty;, has an acquaintance see.g., multi-agent learning, multi-agent trust managenaet
N; = {v;|{v;,v;) € E}. In addition, N;* = N; U {v;} is the multi-agent negotiation, can be used. The use of agent tech-
acquaintance set which includes itself. Each participant nologies in service composition can overcome the limitetio
can directly interact only with those participants in it$n traditional service composition approaches [11]. Here,
acquaintance set. intelligent agent is an entity which can make rational deci-
sions autonomously in a dynamic environment. An intelligen
Each participant,v;, in the acquaintance network has agent blends pro-activeness and re-activeness, showsahti
set of services recorded &%. Each participant has three

3Accurately, service composition should include the buidimp process of

2As this paper aims at developing a service composition approée a composite service. The building up process of a composiwceehowever,

detailed discussion of establishment and maintenance oforietws out of depends on specific applications. As the proposed serviogasition ap-

the scope of this paper. Interested readers can refer [38], [36] for the proach is developed in a general environment, we do not censid building
establishment and maintenance of networks. up process of a composite service in this paper.

B. Overview
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commitments to decision making and exhibits flexibility wheto have more information, it has to inquire its neighbours.
facing an uncertain and changing environment [37]. In Algorithm 1, the loop is used by participants to obtain
When a consumer has a complex task to fulfill, the comore information. The loop is controlled by a parametér,L,
sumer agent starts the service composition using the pedposvhich is set by users, to avoid infinite search in the network.
approach. The service composition approach consists of fftgerefore, how many participants can be searched in a loop
following five stages. entirely depends on the value @f'L. Different services may
1) Service discovery: For each of the required service, thave different values of T'L. For example, important services
consumer agent searches the acquaintance network diogctlgan be set a relatively larg&tT' L compared to less important
via its acquaintances. services so as to have more providers found.
2) Candidate selection: After search, the consumer agent
uses a trust modellto_ select the canqidate service prOVide'bAlgorithm > Broker selection
3) Service negotiation: After selection, the consumer agen "+ Initialisation * \
negotiates vv_lth these candidate prowdgr agents in order;t or each acquaintance; € N; do
achieve service agreements for the required service. s | Let the performance of; be Q(v;):
4) Task execution: Then, the consumer agent chooses a €t Let the probability of selecting; as a broker be(v;);
of service agreements for the required service. In the set ©f | The probability distribution over acquaintances is recorded
service agreements, one service is used to carry out the task asP = (p(v1), ..., p(v|n;|)), Where|N;| means the number
and other services are used as backup in case that the service ©°f acquaintances of; and3_, ., |, p(v;) = 1 and
in use unexpectedly fails. 0 <p(vy) <1; -
5) Network evolution: Finally, the consumer agent evalsate’ vs initialises eachy(v;) = 0 andp(v;) = rxy:
its current status, based on historical data, to make deasi 7 \* Selection and adjustment ¥ N
that whether it needs to modify relationships with its adqua 8 g?;r(iaéiciitgzzpa}cqualntances as brokers based on probability
tances and Whether It need$ to buy or sell some SEIVICeS. o Each acquaiﬁtance of; is evaluated and assigned a rewaj
The mechanism or algorithm for each stage will be d

== 1 .

?O r < w7 E T

. . . s . _ . ‘N1| U"EI\_,/L' g1
scribed in detail in the following sub-sections. 11 for each acquaintance; € N; do

C. Stage 1: service discovery - L 16;2((1)1;]5) A p((lvj_) ?_)?(gj(q)};f fgf

The service discovery process is based only on local infQf- p « Normalise(P)
mation, which is described iAlgorithm 1 as follows.

Algorithm 1: Service discovery process In Algorithm 2, v; first initialises the performance of each
acquaintance and the probability of selecting each acguain
tance (Lines 2-6). Because initially; is not aware of its

1 for each participantv; € V do
2 for each service requesty, in taskT of v; do

3 CandList;(s1,) « 0; acquaintances’ performance, it simply sets the performanc
4 if any acquaintance;, wherev; € N;", can provide of each acquaintance ©(v;) = 0 and sets the probability of
servicesy, then selecting each acquaintance equallyto;) = ﬁ Then,v;
5 | CandListi(sk) < CandListi(sk) U {v;}; selectsm acquaintances as brokers based on probability dis-
6 while TT L(sy) > 0 do tribution P (Line 8). For exampley; has three acquaintances
7 selectm acquaintances as brokers; and the probability distribution over the three acquainésn
8 if a”}é acqua.'”ta”flf’i of these brokers can is P = (0.2,0.3,0.5). Then, v; has the probability0.2 to
o pfvbjnfg;gﬁ;k) incan dListi(s:) U {v}; select the first_ acquaintance, the prob_abiﬁtg to select the
) second acquaintance and the probabiity to select the third
10 | L TTL(sk) < TTL(sk) = 1; acquaintance, as a broker.

When these brokers finish their joly, evaluates the perfor-
mance of each acquaintance and assigns each acquaintance
For each service request, of a participanty;, v; creates a rewardr; (Line 9). For those acquaintances which are

a candidate lisCandList;(s;) and initialises the list as annot selected as brokers, they are assigned a re@artebr
empty set (Lines 2 and 3). First; inquires its acquaintancesthe brokers, the reward of a broker is based on how many
whether they have the servieg (Line 4). Those patrticipants candidates it has found far;'s task 7. The more candidates
which have the servica;, will be added into the candidatea broker has found, the more reward the broker is assigned.
list CandList;(sy) (Line 5). Thenw; selectsn acquaintances For example, suppose a threshold is sed.abhen, if a broker
from NV; as brokers and commits the selected acquaintancediss found5 candidates, this broker is assigned a rew2rd
find candidates for service, (Line 7). This selection is basedwhere2 = 5 — 3; whereas if another broker has found only
on the performance af;'s acquaintances, which is describe@® candidates, this broker is assigned a rewarti where

in Algorithm 2. Each broker inquires its acquaintances aboutl = 2 — 3.

servicesy, and repliesy; which acquaintances have servige After the assignment of reward to each acquaintange,
(Line 8). These acquaintances, which have seryjgewill be adjusts the performance of each acquaintance and the prob-
added in the candidate lisfandList;(s;) (Line 9). After- ability of selecting each acquaintance (Lines 10-13). IneLi
wards, each broker continues the search process by seglectifi, v; adjusts the performance of each acquaintaige),

m acquaintances as new brokers uffil’L(s;) reaches). based on the acquaintance’s current performance and the
Here, local information means that each participant knowsward,r;, assigned during the service discovery for tdsk
only its neighbours, i.e., acquaintances. If a participsants where0 < « < 1 is the learning rate which is a constant
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of deadline, the consumer’s reserved price for the serthee, |A7 (v;)|, and the concession that the negotiating partrer
probability of reaching an agreement and the competition phs made (i.e., the competition of the required resourgg),
the required resource. . _ _ In Equation 3pe is the basic penalty anee,, means the
e accept[o]. When a provider receives a quote it can total time steps, during which; needs to use;'s service
accept the quote, which results in a temporary agreement mggl execute the task. The actual penalty thahas to payv;
with the consumer. depends on how long; has used),’s service. For example,

. counter_quote[o']. If a provider is not happy with a quote suppose thapr = 100 and exe,, = 20, SOpe = 2 =5,
o, it can send back a counter-quetdor its service. A counter- Now. v has used.’s service forl2 time steps and. wants
quote o’ is determined by three aspects which include t Pl J - ; - -
provider’'s reserved price for the service, the probabibfy kt) cancel the agreement (i.e., stopping usifig service), then

, : - has to payv; penalty60, where60 = pe x 12.
:ﬁ:cgelrr]\?icin agreement for the serivce and the competition éfAfter receiving an offero from v;, in Line 4, v; evaluates

. . whether the offew is acceptable. This evaluation is based on
e cancello]. After a temporary agreement is achieved bM(lW much revenue; could get (Equation 4), wherevst is

a consumer and a prowder_, any one of them can Cangfd cost that; spends to provide the requested service.
the temporary agreement without paying penalty. However,

cancellation penalty applies on a backup agreement andla fina TV = pr — cost (4)
agreement. . . _ If the revenue,rv, is larger than a threshold;; accepts
The negotiation protocol is described Adgorithm 4. quoteo and a temporary agreement is achieved (Lines 5 and 6).
Otherwise,v; generates a counter-quate= (pr’, pe’) (Line
Algorithm 4: Service negotiation 9). The calculation opr’ is similar to Equation 2 except that
1 \* Supposeu; is a consumer and, is a provider *\ providerv; does not have a deadline for its service, while the
> while t <the deadline of the tastfo calculation ofpe’ is the same as Equation 3. Then, Lines 10-
3 v; generates a quoieto v;; 12, if v; accepts the counter-quote, a temporary agreement is
4 if v; aﬁceptSO thgn achieved. Otherwise, the negotiation goes into the nexidou
5 AT(’Ui) %AT(vi)U{O}; At the end of this stage, for each service request
6 A (v5) = AT (v;) U {o}; consumemw; may have achieved a set of temporary agreements,
! L retumn; where each temporary agreement is signed with an individual
8 else provider. Consumew; selects a provides; to provide service
o i generates ,"*ﬁounter'q“o‘této vi; s, for task execution. The temporary agreement between
1(1) ! Ui;ﬁ?sgtsi Lf?vy)u{o,}, v; and v; now becomes a final agreement. Consurngr
i L AT(’U;) - AT(ij) U {O,}'_ also selects several providers for backup and_ the temporary
13 return: ' agreements betweery and these backup providers become
u clse backup agreements. TQ achieve a bac!(up agreememas
15 | continue; to pay the corresponding backup provider a non-refundable

L deposit. The amount of deposit can be set as equal to the basic
penalty. Finally,u; cancels the rest of temporary agreements.

In Algorithm 4, before the deadline of the task, a consumér Stage 4: task execution
and a provider can alternately propose quotes and counterAs described above, after Stage 3, consuméras achieved
guotes until an agreement is reached. In Line 3, consumera set of temporary agreements for each service request;and
generates a quote to providerv;, whereo = (pr, pe). Each has to select one provider from the temporary agreements for
of the elements irv can be calculated using the followingeach service request. In this stage, an Integer Programming

equations. (IP) based method [41], [23] is employed by consumgto
res_pry, t—arrive(si) IO AT (0) = 0 select one provider for each service_ request for task ei:gm:ut

pr = {m, oy, Slertlon) arrive(sn) - AN o For an IP problem, there are three inputs: a set of variables,
[A7 ()| start(sn)—arrive(sr) A0’ otherwise set of constraints and an objective function. Both the dhbjec

(2) function and the constraints must be linear. The aim of IB is t
pr maximise or minimise the objective function by adjusting th
exe, (3 values of the variables under the given constraints. Theubut

! of an IP problem is the maximum (or minimum) value of the

In Equation 2pr is the price that; quotes tov;. res_pr,,  objective function and the values of variables along witht th
is the reserved price of; for the requested servicerrive(sy) maximum (or minimum) value.
is the arrival time of service requesy, while start(s;) is  The problem of selecting a provider for each service request
the latest start time of,. ¢ means current roundi(?) is can be modeled as an IP problem as follows. We first introduce
the difference ofv;’s quoting prices between the last roundg binary indicator,z;;, where z;, = 1 if provider v; is
t —1, and the current round, while A(?) is the difference selected for service request andz;, = 0 otherwise. We also
of v;'s quoting prices between the initial round, and the introduce another binary indicatay,, wherey,, = 1 if service
current round¢. In Equation 2, it can be seen that the quotingequests;, is critical andy, = 0 otherwise. Each service
price is determined by the;’s reserved priceres_pr,, the request,s;, has a start timestart,. A provider, v;, needs
left time till the deadline (i.e., the pressure of deadlinepxecution duration timedur;;, to execute service request
S elst) ., the number of temporary agreements thay, with price pr;; and reliability reli;x. The constraints are
v; has achieved (i.e., the probability of reaching an agre@yneriormally expressed as follows.

pe =
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Z zjr = 1,Vk € [0,m] (5) saved. The aim of buying/selling services is to saygservice
1<G<|AT (05)] usage/service management cost so as to impogseoverall
utility.
®€The three problems, namely modifying relationships, bgyin
services and selling services, can be modeled as a decision
making problem, i.e., whether or not to do some thing based
start; — (dury, + starty) < 0,Vsgy — sy A k,l € [0,m] (6) on some observation. The decision making processy;of
modifying relationship withv; is described as follows. The
decision making process of other problems is similar.

Suppose thav; is one ofv;’s acquaintances. Every time,
when v;’s task execution is completed; has two options,
start; = starty,Vsg <> s; Ak, 1 € [0,m)] (7) i.e., whether it should keep; as an acquaintance or not. Let
po be the probability of keeping; as an acquaintance and
p1 be the probability of removing; from v;’s acquaintance
list. Also, let Q(ob(t),0) be the expected reward of keeping

H relify, > D1,0 < Dy <1 (8) w; as an acquaintance aid¥{ob(t), 1) be the expected reward
1<k<m of removing v; from v;’s acquaintance list, whereb(t) is

. . - . v;'s observation tov; till time stept. Initially, po = 1, p1 =
Constraint 4 (Inequality 8) indicates that the overallaeli 0, Q(ob(t),0) = 0 and Q(ob(t),1) — 0. Then, after a task

bility of the combined service should be larger than or equ : 4 : !
to a thresholdD;. This constraint is not linear but it can begl(eCUtlon’t+l’ @Q(ob(t +1),0) is updated using Equation 12,

converted to a linear one by using the logarithm function whereR, is immediate reward obtained by for keepingy
y 9 9 as an acquaintance during this task execution,jarid< v <

Constraint 1 (Equation 5) means that for each servi
requests;, consumer selects one and only one provider,
to provide the service for task execution.

Constraint 2 (Inequality 6) indicates that if service resue
s; is a direct successor @f;, i.e., sy, — s;, Service request;
must be executed after the executionsgf

Constraint 3 (Equation 7) indicates that service requests
and s;, have to be executed concurrently.

Di<kem Yb - In(relizy) 2 In(Dr). 1, is a constant learning rate.
Z dury < Do (9 Q(ob(t+1),0) = Q(ob(t),0)+po-v-(Ro—Q(0b(t),0)) (12)
1<k<m

. ) o Here, immediate rewardy, is determined based on 1) the
Constraint 5 (Inequality 9) indicates that the overall ior2 number of services that; providesv; and 2) the number
of task execution should be less than or equal to a threshgidproper providers that; has found foru; during this task
D,. execution. Then, after the calculation @fob(t +1),0) using
Z prjk < Ds (10) Equation 12p, andp; are adjusted using Equation 13, where
Isksm €, 0 < e < 1, is a greedy coefficient.
Constraint 6 (Inequality 10) indicates that the overalteri _ )
to execute the task should be less than or equal to a threshold {po =po+ e Qoblt +1),0)
Ds. The values of threshold®);, D, and D5, are associated p1=1-po

with specific tasks. . . . After the probability adjustment, functioVormalise()
The queptlvg function is then given IrII'tHHa:v function (Algorithm 2) is again used to projegt, and p; to a valid
(11) which implies that the overall reliability should be xna probability distribution:0 < pg,p:1 < 1 andpg + p1 = 1. Fi-
imised while the overall execution duration time and thaltot, 5y, selects an option based on the probability distribution,
price should be minimisedv,, w, andw; are the weights of |, “an4, "|f 4, selectsl, namely thaty; decides to remove
reliability, execution duration and price, respectivelhere - from its acquaintance list, the above process terminates.

0<w; <land};, ;3w = 1. The values of weightsy,, For the two other problems, buying/selling services, the
wz andws, are associated with specific consumers. process is similar to the above process.ulf decides to

Ui ) Ui Ui buy or sell a servicep; can use the methods proposed in
Maz(wq Z Y - In(relijy) — wo Z dury — ws Zprjk) .
k=1

(13)

Stages 1, 2 and 3, where in Stagew],searches potential

k=1 k=1 (11) sellers/buyers; then in Staget2,uses the trust model to select
trustworthy sellers/buyers; finally, in Stage 3, negotiates

with these candidates and buys/sells services from/to the

G. Stage 5: network evolution , ! o DUYSISE
h he task tion i let 8and|dates which can maximisg's utility.
After Stage 4, when the task execution is completed, os our approach is developed in a general environment,

consumery; may want to modify relationships with its ac-yhe appiication of it in a specific environment, e.g., sensor
quaintancesw; may remove less efficient acquaintances Qfanworks, is not studied in this paper. The application of
may add efficient participants as its new acquaintance®, Alg,,- apnroach in specific environments needs corresponding
consumery; may buy extra services if; has often used qgification. For example, if the approach is applied in
them, orv; may sell some of existing servicesudf or other  songor networks, as a sensor network is a resource-comstrai
participants have not used them for a long time. The aigyironment, buying/selling services among sensors messt b

of removing less efficient acquaintances is thatcan save ; ; » : ;
e . / realised by using energy-efficient resource sharing teglas
communication overhead in the future, becauwsedoes not r4o1 y g 9y g

need to communicate with these less efficient acquaintances

any more. Similarly, the aim of adding efficient participaas i )

new acquaintances is that in the futurecan avoid brokers H- Discussion

and directly communicate with these new acquaintances forln the proposed approach, it is assumed that for each service
service composition. Thus, communication overhead can type, there is only one candidate service. Generally, fehea



service type, a provider may have different services whiely magent receives a request to carry out a service compoditien,
have different property values, e.g., different respoms®d broker agent contracts services with proper provider agient
and different prices. In this paper, as the approach cangfst its SCT if possible, otherwise the broker agent subcorgrect
five stages, for the ease of presentation and understaridisg, other broker agents in its SCT to fulfill the unresolved saavi
assumed that for each service type, there is only one cardid&quirements.
service and each provider may or may not offer the candidateln this experiment, the performance of the four approaches,
service. However, the prices of the candidate servicesgedv i.e., ourSelf-Evoand three above-mentioned representative ap-
by different providers may be different, because the prafes proaches, is evaluated by measuring three quantitativeastet
the candidate services are negotiable (refer to SectioB)IV-success rate, communication overhead and time consumption
Moreover, in the proposed approach, it is not assumed teat th1) Success rate is the percentage of successful service
quality of the candidate services offered by different jmlevs composition. As success rate is a ratio between the number
is identical. Thus, the negotiable prices imply that thelijpia of successful service composition and the total number of
of the candidate service offered by different providers rhay attempted service composition, it does not have a unit.
different. Therefore, the proposed approach can accommoda 2) Communication overhead is the average number of
multiple candidate services, although in the current eersi messages used for a successful service compaosition. Tée siz
the multiple candidate services are not taken into accdum@. of a message is neglected, as it is the same in all the four
evaluation of the proposed approach with multiple candida¢valuated approaches in the experiment. Thus, commumicati
services is one of our future studies. overhead does not have a unit.

3) Time consumptior is the average time consumed for a
successful service composition. The unit of time consuompti
is millisecond {ns).

V. EXPERIMENT AND ANALYSIS
In this section, the proposed integrated self-evolvingiser
composition approach, named &elf-Evg is evaluatedl in
comparison with three other related and representative ap- Experimental Setup

proaches which are described as follows. . The experiment was conducted in both static and dynamic
i .1) Mixed Integer ProgrammingMIP) [1]:. MIP is an_(_af— .environments. The network structure is randomly generated
ficient and well-known approach for service composition ifnere every two participants are acquaintances of each othe
a centralised manner [23], [1]. Service composition proble,iih 4 specific probability. The average number of neighsour
can be mapped to an MIP problem by setting a set # each agent is set t8. © In the static environment, the
constraints, defining a set of variables and establishingban umber of participants in the environment is fixed, while
jective function. The MIP problem is then solved by a centrgl 4 dynamic environment, participants can join an'd leave

manager.llnt'hls experiment, the central manager is a stetlila, e environment dynamically. In the static environmeng th
entity which is not a participant of the network. The Centrailxperiment was conducted in three scenarios. In the first
manager can directly communicate with any participants %enario, it is measured that how the performance of the
the network. As the simulated network is a general networft - annroaches changes with increase of network size.n th
specific communication medium is not considered. ~ second scenario, it is measured that how the performance of
2) Mgltl—Agen'_[ R.elr_lforcemenfc Learmng/(ARL) [12], [26]: the approaches changes with the variation of task intrastuct
MARL is asubd|SC|pI|nt_e of muItl—age_nt techr_uques. In MA.RL'probability. Task introduction probability means that ack
each agent learns by trial-and-error interaction with 2a§1¢ o gt with which probability a task is introduced inte t
environment. Agents can autonomously adjust their beaviq,ironment. In the third scenario, it is measured that how

based on the feedback from the environment so as to achiﬁx(g performance of the approaches changes with the variatio

better results in the future. Thus, using MARL, systems ins ; ; " ; ; o

> Al service allocation probability. Service allocation Ipability
here_ntly have gqu self-adaptability. In existing MARL 8dS 10ang that with which probability a service is allocated to a
service composition approaches,_ users are fT‘Od?'ed a$agg§hicipant. In the dynamic environment, in addition to the
and ser\ace(jsﬁare mode]ed as gctg)n_s, \c/jv_?fere In d|ﬁerem%ta bove three scenarios, there is the fourth scenario, where
users take different actions and obtain different rewaBdsed i s measured that how the performance of the approaches

on .the rgawards, users adjust the probabll|ty .d'StF'b“““ﬂro changes with the variation of the probability of participan
their actions, i.e., services, for service selection inftitare. &

H thouah ke decisi individ aving and joining. This experiment is simulated by using a
owever, although agents can make decisions Indviduagy ey programming language, Java. Then, ‘agent’ isalhyiti
without central control, agents still need global inforioat

; " ~ programmed as a class and then all agents are the objects
3) Service Capability Table based approaSC{) [10]: his class. Services are simply represented as integers a

ft

SCT based approach does not need central control or glqu h agent is randomly allocated some of the services. A task
|nformat|on.. Each agent has a service Cap"?‘b"'ty _table_lwhl% programmed as an array. Each element in the array is an
records a list of acquainted agents and their service c#paljeqger which represents the required service. The number o

Elhes’ Wh.'Ch mpl;ezthat each age?t has I”Tted knowlgd?be rvices required by a task is randomly generated. Moregover
€ environment. LONSUMET agents reéquest Services VI8IQgq eyperiment is run on an Intel i5-2450m 2.5GHz Windows
agents which have two SCTs that record information about

service provider agents and other broker agents. When arbrokein service computing, runtime has specific meaning: the runming

execution of service-based systems. Thus, in the experiimenrtdler to avoid
“4Although target tracking in WSNs is used as an example in thiepa confusion, we use “time consumption” instead of “runtime”.

the proposed approach will not be evaluated in WSNs. This ¢audme our Spifferent average numbers of neighbours, e4.,6, 8, 10 and 12,

approach is developed in a general environment and shouldendimited have been attempted in the experiment. Those different awverambers of

in WSNs only. Instead, we evaluate our approach in a genewaomment neighbours, however, do not affect the trend of the perfomaane., relative

to ensure that the experimental results are representativeost operating performance, of the four approaches. We thus use the middle emugkn

environments. the experiment.
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Fig. 4. Performance of the four approaches with differerit tatroduction probabilities in a static network

10 PC with 10GB RAM. The experimental results are obtaingte increase of network scale does not have much impact on
by averagingl00 runs. Here, we use Java instead of a specif@CT and Self-Evo It should be noted that the success rate
agent platform to implement the experiment, because 1) thishieved by ouBelf-Evais higher than that achieved ISCT
paper mainly studies service composition instead of agerttis is because und&elf-Evo network structures evolve over
technologies which are used as development methods; 2) tinee, where each participant keeps only useful acquaietanc
aim of the experiment is to evaluate the effectiveness of thed services after evolution. Therefore, a service contipasi
proposed approach; and 3) using specific agent platformsfas a task can be completed faster. In other words, morecrvi
certainly feasible for the implementation of agents but mat compositions can be completed in a period by ushedf-Evo
affect the effectiveness of the proposed approach. Therefadhan usingSCT
specific agent platforms are not necessary in the experimentIn Figs. 3(b) and 3(c), it can be seen that with the increase
The values and meanings of the parameters used in tifenetwork scale, both the communication overhead and the
experiment are listed in Table I. These values were choséme consumption under the four approaches rise. Mt®

experimentally to provide the best results. and MARL, as the two approaches need global information,
TABLE | the central manager iMIP and the focal consumer agérit
PARAMETERS SETTING MARL has to request information from every participant in the
S Explanations network. Thus, as the number of participants in the. nerork
¢y [0203.02 Teaming rates increases, bottMIP and MARL need more communication
P 0.7 Threshold for candidate selectiop and time to obtain the global information of the network.
E 0.1 Creedy coefficient For SCT and Self-Evo with the increase of the number of

. . . articipants, the average number of acquaintances of each
B. Experimental Results: Static Environment Sarticigant also increas%s, which then in(gurs the incredise

1) The first scenarioFig. 3 demonstrates the performancéhe communication overhead and time consumption us@ar
of the four approaches in different network scales. In thighdSelf-Evo Again, as the network structure can be optimised
scenario, the task introduction probability is fixed0e3 and under Self-Evo Self-Evouses less communication and time
the service allocation probability is fixed @t5. thanSCT.

In Fig. 3(a), it can be seen _that with the increase of networkz) The second scenarioFig. 4 displays the performance
scale, the success rates achievedif? and MARL decrease of the four approaches with different number of tasks in the
gradually, while the success rates achievedS®yT and our network. In this scenario, the number of participants in the
Self-Evokeep relatively steady. This is because b&#P network is fixed at00 and the service allocation probability
and MARL need information of all the participants in theg fixed at0.5.
network and when the number of participants in the network |, Fig. 4(a), with the increase of task introduction proba-
increases, the amount of required information also riskas;T bility, more and more tasks exist in the network. As each task
the computation overhead undetiP and MARL becomes has 5 deadline, some tasks may not be processed on time.

huge. Due to the limitation of processing capability, soask$ Thys, the success rates achieved by all the four approaches
cannot be processed on time, so the success rate decreases. F

SCTandSelf-Evo no global information is required and each 7ere, 4 focal consumer agent is a consumer agent which isétila
participant requests services only from its acquaintanses service composition.
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Fig. 5. Performance of the four approaches with differentiserallocation probabilities in a static network

decrease. It should be noted that when the task introductidwe increase of service allocation probability, each pgodint
probability is larger thar0.7, Self-Evoperforms better than possesses more services. Thus, each consumer can complete &
the other three approaches, whl8iP performs the worst. service composition more quickly and easily, as it needs les
This is because with the increase of the number of taslsgarch and negotiation for a service composition. FbP
as in MIP all the processing is based on a single centrahdMARL, with the increase of service allocation probability,
manager, tasks will overwhelm the central manager givéine success rates and communication overhead keep rBlative
that the processing capability of the central manager itefinisteady, while the time consumption decreases gradually. Th
In Self-Evo as participants can adjust their behaviour witservice composition undélP andMARL s, to some exteft
change of the environment, the pressure of a large numli@iependent of the number of services that each participant
of tasks can be alleviated to some extent. For example, ifhas, as inMIP and MARL, the central manager and the
consumer has a number of tasks to do, it will attempt to bdgcal consumer agent can utilise any available services in
proper services from other participants and it will esstbli the environment no matter where the services are. Thus,
acquaintance relationship with those participants whelthg the success rates and communication overhead keep almost
required services. Such adjust can relax the task pressureunchanged. The decrease of time consumption is explained
In Figs. 4(b) and 4(c), it can be seen that with the iras follows. When each participant has few services, tasks
crease of the number of tasks, the communication overhdale to wait for a relatively long time to be served. Thus,
underMIP and MARL keeps relatively steady while the timethe average time consumption of each service composition
consumption undeMIP and MARL increases gradually. Inis relatively long. This situation, however, is alleviatetien
MIP and MARL, the communication overhead to complete aach participant has more services, so the time consumption
service composition for a task is independent of the numbgecreases with the increase of service allocation prababil
of tasks, as only successfully completed tasks are counted i
To successfully complete a service composition for a tdek, tC. Experimental Results: Dynamic Environment
communication overhead foMIP and MARL is almost fixed,
i.e., the central manager or focal consumer agent broaxicas
a request message in the network, receives response mess,
and then calculates a solution. The time consumption un
MIP andMARL increases gradually, because with the increa
of the number of tasks, service compositions for some tasksyork with a specific probability. Figs. 6, 7 and 8 demon-
may not be completed at once and have to stay in the waitigg

list f hile. Th th i dt let ate a similar trend on performance variation in dynamic
ISt for a while. 1hus, (he average time used {0 COMpIEte @y ironments compared to static environments. In general,
service composition rises. J%h/

The experiment was also conducted in dynamic environ-
Ents, where participants may leave or join the environment
amically. In the first, second and third scenarios, it is
t that after execution of every ten time stef, existing
%rticipants leave the network arid new agents join the

L e performance of the four approaches are less efficient in
For SCT and Self-Evg the communication overhead an P pp

. o= . . namic environments than the performance in static enviro
time consumption rise with the increase of the number ofas

. L ents. This is because for example, in dynamic environments
in the network. INSCT and Self-Evo communication happens ;g mers may leave the environments before their tasks are
between service consumers, brokers and providers. W

X . . pleted. These tasks may then become unsuccessful tasks.
the number of tasks increases, available services are MR s success rates will decrease. Moreover. if providered
and more difficult to ob_tam, Wh'Ch implies _that CONSUMETfe environments, consumers may have to find other providers
have to find and negotiate with more providers to achie

a service agreement. Thus, the communication overhead the communication OVﬁrheadh and ti;ne cor?sum{:()jtion wil
. ) : ' . o ; ease. Moreover, ouBelf-Evohas to face the cold-start
time cohnsuert|on to complete a selrwce ﬁompof3|t|on rse. jproblem due to the use of the trust model. The cold-start

3) The third scenario:Fig. 5 displays the per Qrmanph(i O'broblem means that when new agents join the network, their
the four approaches with different service allocation plolt- - oihh6urs do not have information about their performance
ties. In this scenario, the number of participants in the&D& 11,5 the trust against these new agents has to be built up
is fixed at500 and the task introduction probability is fixed at
0'3|' Fi 5( ) 5(b) d 5( ) ith the | ¢ _ 8When the task introduction probability is high, e.g.7, the service

n Figs. a), an C), Wi € Increase Of servic&mposition undeMIP and MARL is not independent of the number of
allocation probability, the success rates achieve®By and services that each participant has. This is because whenuthber of tasks

. ! . e in the environment is large and each participant has only sstawices, many

Self-Evoincrease gradually, while the communication .anfgsks may not be completed on time due to the lack of enough eerirc
time used bySCT and Self-Evo decrease gradually. With the environment.
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Fig. 9. Performance of the four approaches with differentitegjoining probabilities in a dynamic network

anew. Such cold-start problem has a negative impact on therse in a large scale network, as the more participants in
performance of our approach, because along with the cottie network, the more they may leave (recalling above that
start problem, the trust model i8elf-Evocannot effectively 5% existing participants leave the network with a specific
help participants select efficient candidates. probability). When a participant loses most of its neighlsour
oif is difficult for the participant to complete any complex
tasks. Although new agents may join the network, they are
randomly scattered in the network and do not have to be the

Comparing Fig. 6(a) with Fig. 3(a), with the increase
network scale, the success rate 8CT decreases in the
dynamic environment, while the success rateS@T keeps neighbours of that participant. Similar 8CT, in our Self-Evo

relatively steady in the static environment. 8CT, service service comnosition is also conducted throuah particegant
composition is carried out via participants’ neighboursthe . P X gh p B
\r;glghbours. However, in o8elf-Evo when a participant loses

dynamic environment, a participant’s neighbours may lea : g : :
tf?e environment before a tpask ispcomplete% Thus theyssucc'é _heighbours, the participant can establish new neighbou
i y ip with other participants and also the participant cap bu

rate is affected in a negative way. This situation becom@



required services from other participants. Thus, the megatprocessed in a timely manner. The proposed appragaet;
impact of the dynamism o8elf-Evocan be alleviated to someEvo may be computation-intensive, because computation is
extent via self-evolution. AMIP and MARL utilise global carried out in each of the five stages of the approach. Such
information, the dynamism does not have much impact amtensive computation may imply a high time consumption in
them. some cases. However, Belf-Evo the computation is carried
Comparing Fig. 7(b) with Fig. 4(b), in the dynamic environeut by each participant concurrently in a distributed manne
ment, when the number of tasks increases, the communicatithus, the time consumption is not excessive. Moreover, the
overhead ofMIP and MARL also increases, while in theproposed approach does not require global informationsThu
static environment, when the number of tasks increases, the time for information acquisition can be saved. Themsfor
communication overhead &fllP and MARL keeps relatively the time consumption delf-Evastays at a relatively low level
steady. As described above, if providers leave the enviestm compared to the other approaches.
consumers may have to find other providers, which incursextr Moreover, Self-Evois better thanSCT in various circum-
communication and time consumption. This situation will bgtances. This is mainly becauSelf-Evoallows participants to
worse when the number of tasks increases. This is becaggelve over time, where only useful acquaintances and@&svi
when the number of tasks increases, a provider may seefe kept by each participant. Such evolution can signifigant
more tasks simultaneously. If this provider leaves, mos&da reduce communication and time used to find proper providers
will be affected and thus, more communication and time afer service composition.
needed.
In the exclusive scenario for the dynamic environment, Fig.
9 demonstrates the performance change of the four appreache
with the variation of the probability of participant leagin  This paper proposes an agent-based integrated self-agolvi
and joining. For the four approaches, with the increase sérvice composition approach. This approach is decesedili
the probability of participant leaving and joining, the sucand self-evolvable. Also, unlike most existing approaches
cess rates decrease while the communication overhead wafnich study only some of the five stages of service com-
time consumption increase. This means that the increaseposition, the proposed approach consists of five stages of
dynamism level of the environment has negative impact @ervice composition: service discovery, candidate select
the performance of the four approaches. Since the leavisgrvice negotiation, task execution and self-evolutionchS
of participants implies the failure of participants, commis joint optimisation can make the proposed approach more
or the central manager have to spend extra communicatigfficient than those which optimise only some stages of servi
and time to counter such situation, which is certainly hatmfcomposition.
for the overall performance. The joining of new partici- The proposed approach studies multiple stages of ser-
pants can also offset such situation to some extent, but ¥iee composition. Each stage has attracted research sffort
usefulness of the new participants is limited. FdtP and Compared to those research efforts, the methods used in
MARL, if providers leave the environment, the joining of newhe proposed approach for each stage are effective though
participants can increase the probability of completing ttsomewhat simple. Thus, we will focus on the improvement
service compositions which are left by those leaving pressd and enhancement of these methods so as to achieve better
However, the joining of new participants cannot avoid thperformance. First, as described in previous sectionsethe
communication and time used by the central manager or foeak two limitations in our approach: 1) service presentatio
consumers to find new providers. FBCT and Self-Evg the is simplified, where for each service type, there is only one
usefulness of the new participants is further limited. 96T candidate service; 2) the approach is relatively compartati
and Self-Evg consumers can only ask acquaintances for helptensive in some systems, especially where the compatatio
However, these new participants are randomly spread in te&ource is scarce. These two limitations need to be solved
network, so the consumers, which need new providers fior the future before the proposed approach can be applied
service composition, may not find these new participants. in specific systems. Then, as stated in Section V-C, the trust
D. Discussion _model used in our approach has the cold-start problem which
' ) ) is a common issue of recommender systems in a network
In overall terms, according to the experimental results, tnvironment, especially in a dynamic network environment.
proposed approactelf-Evo can achieve aboul6% of the ~Currently, there have been a number of algorithms developed
success rates of the centralised approsith and the global tg handle the cold-start problem, which have been sumnthrise

information based approadlARL, but uses abouf5% less in [43]. The development of a new algorithm to address
communication an@5% less time than them due to the decenthe cold-start issue, which is suitable for the service com-

tralised features ofself-Evo This achievement is Signiﬁcantposition prob|em’ is one of our future studies. Moreover, in

considering that a large amount of communication and tifige proposed approach, we do not consider specific control
are saved. Such huge communication and time consumptiggic or workflows, because workflows in service composition
saving is very important in some real world systems, whegRpend on specific application domains [5], [20] while our
the energy of each participant is limifednd data has to be work is carried out in general environments. Thus, when our

9The proposed approach is developed in a general environ o approach is applied to specific systems, the workflows have

than for specific systems or networks. Thus, we did not evaltie energy [0 D€ considered as shown in Section lil. Finally, energy
consumption in the experiment, as energy consumption needsdedtuated consumption was not evaluated in this paper, as it needs to
within specific networks, e.g., WSNs or mobile ad hoc netwaes, however, - he evaluated within specific networks. The detailed evanat
ave evaluated the communication overhead which is an imulicdtenergy .

consumption. As communication usually consumes energy, edgesn ©Of €Nergy consumption, however, has to be done when the

WSNs, low communication overhead implies low energy consumption  proposed approach is applied to specific networks in thedutu

VI. CONCLUSION AND FUTURE WORK
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