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Abstract

In this paper, we introduce the homomorphism, the weak isomorphism, the co-weak isomorphism, and the isomorphism of the bipolar single valued neutrosophic hypergraphs. The properties of order, size and degree of vertices are discussed. The equivalence relation of the isomorphism of the bipolar single valued neutrosophic hypergraphs and the weak isomorphism of bipolar single valued neutrosophic hypergraphs, together with their partial order relation, is also verified.
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1 Introduction

The neutrosophic set - proposed by Smarandache [8] as a generalization of the fuzzy set [14], intuitionistic fuzzy set [12], interval valued fuzzy set [11] and interval-valued intuitionistic fuzzy set [13] theories - is a mathematical tool created to deal with incomplete, indeterminate and inconsistent information in the real world. The characteristics of the neutrosophic set are the truth-membership function ($t$), the indeterminacy-membership function ($i$), and the falsity membership function ($f$), which take values within the real standard or non-standard unit interval $[0, 1^*]$. 
A subclass of the neutrosophic set, the single-valued neutrosophic set (SVNS), was introduced by Wang et al. [9]. The same authors [10] also introduced a generalization of the single valued neutrosophic set, namely the interval valued neutrosophic set (IVNS), in which the three membership functions are independent, and their values belong to the unit interval [0, 1]. The IVNS is more precise and flexible than the single valued neutrosophic set.

More works on single valued neutrosophic sets, interval valued neutrosophic sets and their applications can be found on http://fs.gallup.unm.edu/NSS/.

In this paper, we extend the isomorphism of the bipolar single valued neutrosophic hypergraphs, and introduce some of their relevant properties.

1 Preliminaries

Definition 2.1

A hypergraph is an ordered pair $H = (X, E)$, where:

1. $X = \{x_1, x_2, ..., x_n\}$ is a finite set of vertices.
2. $E = \{E_1, E_2, ..., E_m\}$ is a family of subsets of $X$.
3. $E_j$ are non-void for $j = 1, 2, 3, ..., m$, and $\bigcup_j E_j = X$.

The set $X$ is called 'set of vertices', and $E$ is denominated as the 'set of edges' (or 'hyper-edges').

Definition 2.2

A fuzzy hypergraph $H = (X, E)$ is a pair, where $X$ is a finite set and $E$ is a finite family of non-trivial fuzzy subsets of $X$, such that $X = \bigcup_j \text{Supp}(E_j)$, $j = 1, 2, 3, ..., m$.

Remark 2.3

The collection $E = \{E_1, E_2, E_3, ..., E_m\}$ is a collection of edge set of $H$.

Definition 2.4

A fuzzy hypergraph with underlying set $X$ is of the form $H = (X, E, R)$, where $E = \{E_1, E_2, E_3, ..., E_m\}$ is the collection of fuzzy subsets of $X$, that is $E_j : X \to [0, 1]$, $j = 1, 2, 3, ..., m$, and $R : E \to [0, 1]$ is the fuzzy relation of the fuzzy subsets $E_j$, such that:

$$R(x_1, x_2, ..., x_r) \leq \min(E_j(x_1), ..., E_j(x_r)),$$  \hspace{1cm} (1)

for all $\{x_1, x_2, ..., x_r\}$ subsets of $X$. 

Definition 2.5

Let \( X \) be a space of points (objects) with generic elements in \( X \) denoted by \( x \). A single valued neutrosophic set \( A \) (SVNS \( A \)) is characterized by its truth membership function \( T_A(x) \), its indeterminacy membership function \( I_A(x) \), and its falsity membership function \( F_A(x) \). For each point, \( x \in X \); \( T_A(x), I_A(x), F_A(x) \in [0, 1] \).

Definition 2.6

A single valued neutrosophic hypergraph is an ordered pair \( H = (X, E) \), where:

1. \( X = \{x_1, x_2, ..., x_n\} \) is a finite set of vertices.
2. \( E = \{E_1, E_2, ..., E_m\} \) is a family of SVNSs of \( X \).
3. \( E_j \neq O = (0, 0, 0) \) for \( j = 1, 2, 3, ..., m \), and \( \bigcup_j \text{Supp}(E_j) = X \).

The set \( X \) is called set of vertices and \( E \) is the set of SVN-edges (or SVN-hyper-edges).

Proposition 2.7

The single valued neutrosophic hypergraph is the generalization of fuzzy hypergraphs and intuitionistic fuzzy hypergraphs.

Note that a given SVNHG \( H = (X, E, R) \), with underlying set \( X \), where \( E = \{E_1, E_2, ..., E_m\} \), is the collection of the non-empty family of SVN subsets of \( X \), and \( R \) is the SVN relation of the SVN subsets \( E_j \), such that:

\[
R_T(x_j, x_2, ..., x_r) \leq \min(\{T_{E_j}(x_1), ..., T_{E_j}(x_r)\}), \tag{2}
\]

\[
R_I(x_1, x_2, ..., x_r) \geq \max(\{I_{E_j}(x_1), ..., I_{E_j}(x_r)\}), \tag{3}
\]

\[
R_F(x_1, x_2, ..., x_r) \geq \max(\{F_{E_j}(x_1), ..., F_{E_j}(x_r)\}), \tag{4}
\]

for all \( \{x_j, x_2, ..., x_r\} \) subsets of \( X \).

Definition 2.8

Let \( X \) be a space of points (objects) with generic elements in \( X \) denoted by \( x \). A bipolar single valued neutrosophic set \( A \) (BSVNS \( A \)) is characterized by the positive truth membership function \( PT_A(x) \), the positive indeterminacy membership function \( PI_A(x) \), the positive falsity membership function \( PF_A(x) \), the negative truth membership function \( NT_A(x) \), the negative indeterminacy membership function \( NI_A(x) \), and the negative falsity membership function \( NF_A(x) \).

For each point \( x \in X \); \( PT_A(x), PI_A(x), PF_A(x) \in [0, 1] \), and \( NT_A(x), NI_A(x), NF_A(x) \in [-1, 0] \).
Definition 2.9

A bipolar single valued neutrosophic hypergraph is an ordered pair \( H = (X, E) \), where:

1. \( X = \{x_1, x_2, \ldots, x_n\} \) is a finite set of vertices.
2. \( E = \{E_1, E_2, \ldots, E_m\} \) is a family of BSVNs of \( X \).
3. \( E_j \neq O = \{[0, 0], [0, 0], [0, 0]\} \) for \( j = 1, 2, 3, \ldots, m \) and \( \bigcup_j \text{Supp}(E_j) = X \).

The set \( X \) is called the 'set of vertices' and \( E \) is called the 'set of BSVN-edges' (or 'IVN-hyper-edges'). Note that a given BSVNHGH \( = (X, E, R) \), with underlying set \( X \), where \( E = \{E_1, E_2, \ldots, E_m\} \) is the collection of non-empty family of BSVN subsets of \( X \), and \( R \) is the BSVN relation of BSVN subsets \( E_j \) such that:

\[
\begin{align*}
R_{PT}(x_1, x_2, \ldots, x_r) &\leq \min([PT_{E_j}(x_1)], \ldots, [PT_{E_j}(x_r)]), \\
R_{PI}(x_1, x_2, \ldots, x_r) &\geq \max([PI_{E_j}(x_1)], \ldots, [PI_{E_j}(x_r)]), \\
R_{PF}(x_1, x_2, \ldots, x_r) &\geq \max([PF_{E_j}(x_1)], \ldots, [PF_{E_j}(x_r)]), \\
R_{NT}(x_1, x_2, \ldots, x_r) &\geq \max([NT_{E_j}(x_1)], \ldots, [NT_{E_j}(x_r)]), \\
R_{NI}(x_1, x_2, \ldots, x_r) &\leq \min([NI_{E_j}(x_1)], \ldots, [NI_{E_j}(x_r)]), \\
R_{NF}(x_1, x_2, \ldots, x_r) &\leq \min([NF_{E_j}(x_1)], \ldots, [NF_{E_j}(x_r)]),
\end{align*}
\]

for all \( \{x_1, x_2, \ldots, x_r\} \) subsets of \( X \).

Proposition 2.10

The bipolar single valued neutrosophic hypergraph is the generalization of the fuzzy hypergraph, intuitionistic fuzzy hypergraph, bipolar fuzzy hypergraph and intuitionistic fuzzy hypergraph.

Example 2.11

Consider the BSVNHG \( H = (X, E, R) \), with underlying set \( X = \{a, b, c\} \), where \( E = \{A, B\} \), and \( R \) defined in Tables below:

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(0.2, 0.3, 0.9, -0.2, -0.2, -0.3)</td>
<td>(0.5, 0.2, 0.7, -0.4, -0.2, -0.3)</td>
</tr>
<tr>
<td>b</td>
<td>(0.5, 0.5, 0.5, -0.4, -0.3, -0.3)</td>
<td>(0.1, 0.6, 0.4, -0.9, -0.3, -0.4)</td>
</tr>
<tr>
<td>c</td>
<td>(0.8, 0.8, 0.3, -0.9, -0.2, -0.3)</td>
<td>(0.5, 0.9, 0.8, -0.1, -0.2, -0.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>(R_{PT} )</th>
<th>(R_{PI} )</th>
<th>(R_{PF} )</th>
<th>(R_{NT} )</th>
<th>(R_{NI} )</th>
<th>(R_{NF} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.2</td>
<td>0.8</td>
<td>0.9</td>
<td>-0.1</td>
<td>-0.4</td>
<td>-0.5</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.9</td>
<td>0.8</td>
<td>-0.1</td>
<td>-0.5</td>
<td>-0.6</td>
</tr>
</tbody>
</table>

By routine calculations, $H = (X, E, R)$ is BSVNHG.

3 Isomorphism of BSVNHGs

Definition 3.1

A homomorphism $f: H \rightarrow K$ between two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ is a mapping $f: X \rightarrow Y$ which satisfies the conditions:

$$\min[P_{E_j}(x)] \leq \min[P_{F_j}(f(x))],$$
$$\max[P_{E_j}(x)] \geq \max[P_{F_j}(f(x))],$$
$$\max[N_{E_j}(x)] \geq \max[N_{F_j}(f(x))],$$
$$\min[N_{E_j}(x)] \leq \min[N_{F_j}(f(x))],$$

for all $x \in X$.

$$R_{PT}(x_1, x_2, ..., x_r) \leq S_{PT}(f(x_1), f(x_2), ..., f(x_r)),$$
$$R_{PF}(x_1, x_2, ..., x_r) \geq S_{PF}(f(x_1), f(x_2), ..., f(x_r)),$$
$$R_{NT}(x_1, x_2, ..., x_r) \geq S_{NT}(f(x_1), f(x_2), ..., f(x_r)),$$
$$R_{NF}(x_1, x_2, ..., x_r) \leq S_{NF}(f(x_1), f(x_2), ..., f(x_r)),$$

for all $\{x_1, x_2, ..., x_r\}$ subsets of $X$.

Example 3.2

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c\}$ and $Y = \{x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $RandS$, which are defined in Tables given below:

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(0.2, 0.3, 0.9, 0.2, 0.2, 0.3)</td>
<td>(0.5, 0.2, 0.7, 0.4, 0.2, 0.3)</td>
</tr>
<tr>
<td>b</td>
<td>(0.5, 0.5, 0.5, 0.4, 0.3, 0.3)</td>
<td>(0.1, 0.6, 0.4, 0.9, 0.3, 0.4)</td>
</tr>
<tr>
<td>c</td>
<td>(0.8, 0.8, 0.3, 0.9, 0.2, 0.3)</td>
<td>(0.5, 0.9, 0.8, 0.1, 0.2, 0.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>(0.3, 0.2, 0.2, 0.9, 0.2, 0.3)</td>
<td>(0.2, 0.1, 0.3, 0.6, 0.1, 0.2)</td>
</tr>
<tr>
<td>y</td>
<td>(0.2, 0.4, 0.2, 0.4, 0.2, 0.3)</td>
<td>(0.3, 0.2, 0.1, 0.7, 0.2, 0.1)</td>
</tr>
<tr>
<td>z</td>
<td>(0.5, 0.8, 0.2, 0.2, 0.1, 0.3)</td>
<td>(0.9, 0.7, 0.1, 0.2, 0.1, 0.3)</td>
</tr>
</tbody>
</table>
and \( f: X \to Y \) defined by: \( f(a) = x, f(b) = y \) and \( f(c) = z \). Then, by routine calculations, \( f: H \to K \) is a homomorphism between \( H \) and \( K \).

**Definition 3.3**

A weak isomorphism \( f: H \to K \) between two BSNhGns \( H = (X, E, R) \) and \( K = (Y, F, S) \) is a bijective mapping \( f: X \to Y \) which satisfies \( f \) is homomorphism, such that:

\[
\begin{align*}
\min[PT_{E_f}(x)] & \leq \min[PT_{F_f}(f(x))], \\
\max[PI_{E_f}(x)] & \geq \max[PI_{F_f}(f(x))], \\
\max[PF_{E_f}(x)] & \geq \max[PF_{F_f}(f(x))], \\
\max[NT_{E_f}(x)] & \geq \max[NT_{F_f}(f(x))], \\
\min[NI_{E_f}(x)] & \leq \min[NI_{F_f}(f(x))], \\
\min[NF_{E_f}(x)] & \leq \min[NF_{F_f}(f(x))],
\end{align*}
\]

for all \( x \in X \).

**Note**

The weak isomorphism between two BSNhGns preserves the weights of vertices.

**Example 3.4**

Consider the two BSNhGns \( H = (X, E, R) \) and \( K = (Y, F, S) \) with underlying sets \( X = \{a, b, c\} \) and \( Y = \{x, y, z\} \), where \( E = \{A, B\}, F = \{C, D\}, R \) and \( S \), which are defined by Tables given below, and \( f: X \to Y \) defined by: \( f(a) = x, f(b) = y \) and \( f(c) = z \). Then, by routine calculations, \( f: H \to K \) is a weak isomorphism between \( H \) and \( K \).
Example 3.6

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c\}$ and $Y = \{x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$, which are defined in Tables given below, and $f : X \rightarrow Y$ defined by: $f(a)=x$ , $f(b)=y$ and $f(c)=z$. Then, by routine calculations, $f: H \rightarrow K$ is a co-weak isomorphism between $H$ and $K$. 

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(0.2, 0.3, 0.9,-0.4,-0.2,-0.3)</td>
<td>(0.5, 0.2, 0.7,-0.1,-0.2,-0.3)</td>
</tr>
<tr>
<td>b</td>
<td>(0.5, 0.5, 0.5,-0.4,-0.2,-0.3)</td>
<td>(0.1, 0.6, 0.4,-0.4,-0.2,-0.3)</td>
</tr>
<tr>
<td>c</td>
<td>(0.8, 0.8, 0.3,-0.1,-0.2,-0.3)</td>
<td>(0.5, 0.9, 0.8,-0.4,-0.2,-0.3)</td>
</tr>
</tbody>
</table>
### Definition 3.7

An isomorphism $f : H \rightarrow K$ between two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ is a bijective mapping $f : X \rightarrow Y$ which satisfies the conditions:

\[
\begin{align*}
\min[PT_{E_j}(x)] &= \min[PT_{F_j}(f(x))], \\
\max[PI_{E_j}(x)] &= \max[PI_{F_j}(f(x))], \\
\max[PF_{E_j}(x)] &= \max[PF_{F_j}(f(x))], \\
\max[NT_{E_j}(x)] &= \max[NT_{F_j}(f(x))], \\
\min[NI_{E_j}(x)] &= \min[NI_{F_j}(f(x))], \\
\min[NF_{E_j}(x)] &= \min[NF_{F_j}(f(x))],
\end{align*}
\]

for all $x \in X$.

\[
\begin{align*}
R_{PT}(x_1, x_2, ..., x_r) &= S_{PT}(f(x_1), f(x_2), ..., f(x_r)), \\
R_{PI}(x_1, x_2, ..., x_r) &= S_{PI}(f(x_1), f(x_2), ..., f(x_r)), \\
R_{PF}(x_1, x_2, ..., x_r) &= S_{PF}(f(x_1), f(x_2), ..., f(x_r)), \\
R_{NT}(x_1, x_2, ..., x_r) &= S_{NT}(f(x_1), f(x_2), ..., f(x_r)), \\
R_{NI}(x_1, x_2, ..., x_r) &= S_{NI}(f(x_1), f(x_2), ..., f(x_r)), \\
R_{NF}(x_1, x_2, ..., x_r) &= S_{NF}(f(x_1), f(x_2), ..., f(x_r)),
\end{align*}
\]

for all $\{x_1, x_2, ..., x_r\}$ subsets of $X$.

Note

The isomorphism between two BSVNHGs preserves the both weights of vertices and weights of edges.
Example 3.8

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c\}$ and $Y = \{x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$, which are defined by Tables given below:

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(0.2, 0.3, 0.7, -0.2, -0.2, -0.3)</td>
<td>(0.5, 0.2, 0.7, -0.6, -0.6, -0.6)</td>
</tr>
<tr>
<td>b</td>
<td>(0.5, 0.5, 0.5, -0.4, -0.3, -0.3)</td>
<td>(0.1, 0.6, 0.4, -0.1, -0.2, -0.7)</td>
</tr>
<tr>
<td>c</td>
<td>(0.8, 0.8, 0.9, -0.2, -0.4)</td>
<td>(0.5, 0.9, 0.8, -0.7, -0.2, -0.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>(0.2, 0.3, 0.2, -0.2, -0.2, -0.4)</td>
<td>(0.2, 0.1, 0.8, -0.3, -0.2, -0.3)</td>
</tr>
<tr>
<td>y</td>
<td>(0.2, 0.4, 0.2, -0.6, -0.2, -0.3)</td>
<td>(0.1, 0.6, 0.5, -0.1, -0.2, -0.7)</td>
</tr>
<tr>
<td>z</td>
<td>(0.5, 0.8, 0.7, -0.4, -0.3, -0.3)</td>
<td>(0.9, 0.9, 0.1, -0.9, -0.6, -0.3)</td>
</tr>
</tbody>
</table>

and $f : X \rightarrow Y$ defined by: $f(a) = x$, $f(b) = y$ and $f(c) = z$. Then, by routine calculations, $f : H \rightarrow K$ is an isomorphism between $H$ and $K$.

Definition 3.9

Let $H = (X, E, R)$ be a BSVNHG, then the order of $H$ is denoted and defined by as follows:

$$O(H) = \left( \sum \min (PT_{E_j}(x)), \sum \max (PL_{E_j}(x)), \sum \max (PF_{E_j}(x)), \sum \max (NT_{E_j}(x)), \sum \min (NI_{E_j}(x)), \sum \min (NF_{E_j}(x)) \right)$$

(47)

The size of $H$ is denoted and defined by:

$$S(H) = \left( \sum R_{PT}(E_j), \sum R_{PL}(E_j), \sum R_{PF}(E_j), \sum R_{NT}(E_j), \sum R_{NI}(E_j), \sum R_{NF}(E_j) \right)$$

(48)

Theorem 3.10

Let $H = (X, E, R)$ and $K = (Y, F, S)$ be two BSVNHGs such that $H$ is isomorphic to $K$, then:
(1) \( O(H) = O(K) \),

(2) \( S(H) = S(K) \).

Proof

Let \( f: H \rightarrow K \) be an isomorphism between two BSVNHNs \( H \) and \( K \) with underlying sets \( X \) and \( Y \) respectively; then, by definition:

\[
\min[PT_{E_j}(x)] = \min[PT_{F_j}(f(x))],
\]

\[
\max[PI_{E_j}(x)] = \max[PI_{F_j}(f(x))],
\]

\[
\max[PF_{E_j}(x)] = \max[PF_{F_j}(f(x))],
\]

\[
\min[N_{E_j}(x)] = \min[N_{F_j}(f(x))],
\]

\[
\min[NF_{E_j}(x)] = \min[NF_{F_j}(f(x))],
\]

for all \( x \in X \).

\[
R_{PT}(x_1, x_2, \ldots, x_r) = S_{PT}(f(x_1), f(x_2), \ldots, f(x_r)),
\]

\[
R_{PI}(x_1, x_2, \ldots, x_r) = S_{PI}(f(x_1), f(x_2), \ldots, f(x_r)),
\]

\[
R_{PF}(x_1, x_2, \ldots, x_r) = S_{PF}(f(x_1), f(x_2), \ldots, f(x_r)),
\]

\[
R_{NT}(x_1, x_2, \ldots, x_r) = S_{NT}(f(x_1), f(x_2), \ldots, f(x_r)),
\]

\[
R_{NI}(x_1, x_2, \ldots, x_r) = S_{NI}(f(x_1), f(x_2), \ldots, f(x_r)),
\]

\[
R_{NF}(x_1, x_2, \ldots, x_r) = S_{NF}(f(x_1), f(x_2), \ldots, f(x_r)),
\]

for all \{ x_1, x_2, \ldots, x_r \} subsets of \( X \).

Consider:

\[
O_{PT}(H) = \sum \min PT_{E_j}(x) = \sum \min PT_{F_j}(f(x)) = O_{PT}(K)
\]

\[
O_{NT}(H) = \sum \max NT_{E_j}(x) = \sum \max NT_{F_j}(f(x)) = O_{NT}(K)
\]

Similarly, \( O_{PI}(H) = O_{PI}(K) \) and \( O_{PF}(H) = O_{PF}(K) \), \( O_{NI}(H) = O_{NI}(K) \) and \( O_{NF}(H) = O_{NF}(K) \), hence \( O(H) = O(K) \).

Next:

\[
S_{PT}(H) = \sum R_{PT}(x_1, x_2, \ldots, x_r)
\]

\[
= \sum S_{PT}(f(x_1), f(x_2), \ldots, f(x_r)) = S_{PT}(K).
\]

Similarly,

\[
S_{NT}(H) = \sum R_{NT}(x_1, x_2, \ldots, x_r)
\]

\[
= \sum S_{NT}(f(x_1), f(x_2), \ldots, f(x_r)) = S_{NT}(K).
\]

and \( S_{PI}(H) = S_{PI}(K) \), \( S_{PF}(H) = S_{PF}(K) \), \( S_{NI}(H) = S_{NI}(K) \), \( S_{NF}(H) = S_{NF}(K) \), hence \( S(H) = S(K) \).
Remark 3.11

The converse of the above theorem need not to be true in general.

Example 3.12

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c, d\}$ and $Y = \{w, x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$ are defined in Tables given below:

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.14, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>b</td>
<td>$(0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>c</td>
<td>$(0.33, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.16, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>d</td>
<td>$(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>$(0.14, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>x</td>
<td>$(0.16, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.33, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>y</td>
<td>$(0.25, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>z</td>
<td>$(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>$R_{PT}$</th>
<th>$R_{PI}$</th>
<th>$R_{PF}$</th>
<th>$R_{NT}$</th>
<th>$R_{NI}$</th>
<th>$R_{NF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.2</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>B</td>
<td>0.14</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S</th>
<th>$S_{PT}$</th>
<th>$S_{PI}$</th>
<th>$S_{PF}$</th>
<th>$S_{NT}$</th>
<th>$S_{NI}$</th>
<th>$S_{NF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.14</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>D</td>
<td>0.2</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

where $f$ is defined by: $f(a) = w$, $f(b) = x$, $f(c) = y$, $f(d) = z$.

Here, $O(H) = (1.0, 2.0, 0.1, -0.7, -0.8, -1.2) = O(K)$ and $S(H) = (0.34, 1.0, 0.9, -0.2, -0.4, -0.9) = S(K)$, but, by routine calculations, $H$ is not an isomorphism to $K$.

Corollary 3.13

The weak isomorphism between any two BSVNHGs $H$ and $K$ preserves the orders.

Remark 3.14

The converse of the above corollary need not to be true in general.

Example 3.15

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c, d\}$ and $Y = \{w, x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$ are defined in Tables given below, where $f$ is defined by: $f(a) = w$, $f(b) = x$, $f(c) = y$, $f(d) = z$:
Critical Review

defined in $X = \{a, b, c, d\}$

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c, d\}$ and $Y = \{w, x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$ are defined in Tables given below.

<table>
<thead>
<tr>
<th>$H$</th>
<th>$A$</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.14, 0.5, 0.3, -0.4, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$b$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$c$</td>
<td>$(0.33, 0.5, 0.3, -0.4, -0.2, -0.3)$</td>
<td>$(0.16, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$d$</td>
<td>$(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$K$</th>
<th>$C$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>$(0.14, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.16, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$x$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
<td>$(0.16, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$y$</td>
<td>$(0.25, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.2, 0.5, 0.3, -0.4, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$z$</td>
<td>$(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
</tr>
</tbody>
</table>

Here, $O(H) = (1.0, 2.0, 1.2, -0.4, -0.8, -1.2) = O(K)$, but, by routine calculations, $H$ is not a weak isomorphism to $K$.

Corollary 3.16

The co-weak isomorphism between any two BSVNHGs $H$ and $K$ preserves sizes.

Remark 3.17

The converse of the above corollary need not to be true in general.

Example 3.18

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b, c, d\}$ and $Y = \{w, x, y, z\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$ are defined in Tables given below.

<table>
<thead>
<tr>
<th>$H$</th>
<th>$A$</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.14, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$b$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
<td>$(0.16, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$c$</td>
<td>$(0.3, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.2, 0.5, 0.3, -0.4, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$d$</td>
<td>$(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$K$</th>
<th>$C$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
<td>$(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$x$</td>
<td>$(0.14, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.25, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$y$</td>
<td>$(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.2, 0.5, 0.3, -0.4, -0.2, -0.3)$</td>
</tr>
<tr>
<td>$z$</td>
<td>$(0.3, 0.5, 0.3, -0.1, -0.2, -0.3)$</td>
<td>$(0.0, 0.0, 0.0, 0.0, 0.0, 0.0)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R$</th>
<th>$R_{PT}$</th>
<th>$R_{PI}$</th>
<th>$R_{PF}$</th>
<th>$R_{NT}$</th>
<th>$R_{NI}$</th>
<th>$R_{NF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>0.2</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>$B$</td>
<td>0.14</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
</tbody>
</table>
\begin{center}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
S & \(S_{PT}\) & \(S_{PL}\) & \(S_{PF}\) & \(S_{NT}\) & \(S_{NI}\) & \(S_{NF}\) \\
\hline
C & 0.14 & 0.5 & 0.3 & -0.1 & -0.2 & -0.3 \\
D & 0.2 & 0.5 & 0.3 & -0.1 & -0.2 & -0.3 \\
\hline
\end{tabular}
\end{center}

where \(f\) is defined by: \(f(a)=w, f(b)=x, f(c)=y, f(d)=z\).

Here \(S(H)=(0.34, 1.0, 0.6, -0.2, -0.4, -0.6) = S(K)\), but, by routine calculations, \(H\) is not a co-weak isomorphism to \(K\).

Definition 3.19

Let \(H = (X, E, R)\) be a BSVNHG, then the degree of vertex \(x_i\), which is denoted and defined by:

\[
\text{deg}(x_i) = (\text{deg}_{PT}(x_i), \text{deg}_{PL}(x_i), \text{deg}_{PF}(x_i), \\
\text{deg}_{NT}(x_i), \text{deg}_{NI}(x_i), \text{deg}_{NF}(x_i))
\]

where:

\[
\text{deg}_{PT}(x_i) = \sum R_{PT}(x_1, x_2, ..., x_r),
\]

\[
\text{deg}_{PL}(x_i) = \sum R_{PL}(x_1, x_2, ..., x_r),
\]

\[
\text{deg}_{PF}(x_i) = \sum R_{PF}(x_1, x_2, ..., x_r),
\]

\[
\text{deg}_{NT}(x_i) = \sum R_{NT}(x_1, x_2, ..., x_r),
\]

\[
\text{deg}_{NI}(x_i) = \sum R_{NI}(x_1, x_2, ..., x_r),
\]

\[
\text{deg}_{NF}(x_i) = \sum R_{NF}(x_1, x_2, ..., x_r),
\]

for \(x_i \neq x_r\).

Theorem 3.20

If \(H\) and \(K\) be two isomorphic BSVNHGs, then the degree of their vertices are preserved.

Proof

Let \(f: H \rightarrow K\) be an isomorphism between two BSVNHGs \(H\) and \(K\) with underlying sets \(X\) and \(Y\) respectively, then, by definition, we have:

\[
\min[PT_{E_j}(x)] = \min[PT_{E_j}(f(x))],
\]

\[
\max[PI_{E_j}(x)] = \max[PI_{E_j}(f(x))],
\]

\[
\max[PF_{E_j}(x)] = \max[PF_{E_j}(f(x))],
\]

\[
\max[NT_{E_j}(x)] = \max[NT_{E_j}(f(x))],
\]

\[
\min[NI_{E_j}(x)] = \min[NI_{E_j}(f(x))],
\]

\[
\min[NF_{E_j}(x)] = \min[NF_{E_j}(f(x))],
\]
for all $x \in X$.

$$R_{pT}(x_1, x_2, ..., x_r) = S_{pT}(f(x_1), f(x_2), ..., f(x_r)), \quad (78)$$

$$R_{pI}(x_1, x_2, ..., x_r) = S_{pI}(f(x_1), f(x_2), ..., f(x_r)), \quad (79)$$

$$R_{pF}(x_1, x_2, ..., x_r) = S_{pF}(f(x_1), f(x_2), ..., f(x_r)), \quad (80)$$

$$R_{NT}(x_1, x_2, ..., x_r) = S_{NT}(f(x_1), f(x_2), ..., f(x_r)), \quad (81)$$

$$R_{NI}(x_1, x_2, ..., x_r) = S_{NI}(f(x_1), f(x_2), ..., f(x_r)), \quad (82)$$

$$R_{NF}(x_1, x_2, ..., x_r) = S_{NF}(f(x_1), f(x_2), ..., f(x_r)), \quad (83)$$

for all $\{ x_1, x_2, ..., x_r \}$ subsets of $X$.

Consider:

$$deg_{pT}(x_i) = \sum R_{pT}(x_1, x_2, ..., x_r) = \sum S_{pT}(f(x_1), f(x_2), ..., f(x_r)) = \sum S_{pT}(f(x_i)),$$

and similarly:

$$deg_{NT}(x_i) = \sum R_{NT}(x_1, x_2, ..., x_r) = \sum S_{NT}(f(x_1), f(x_2), ..., f(x_r)) = \sum S_{NT}(f(x_i)),$$

Hence:

$$deg_{NI}(x_i) = \sum R_{NI}(x_1, x_2, ..., x_r) = \sum S_{NI}(f(x_1), f(x_2), ..., f(x_r)) = \sum S_{NI}(f(x_i)),$$

$$deg_{NF}(x_i) = \sum R_{NF}(x_1, x_2, ..., x_r) = \sum S_{NF}(f(x_1), f(x_2), ..., f(x_r)) = \sum S_{NF}(f(x_i)),$$

$$deg(x_i) = \sum deg(f(x_i)). \quad (88)$$

Remark 3.21

The converse of the above theorem may not be true in general.

Example 3.22

Consider the two BSVNHGs $H = (X, E, R)$ and $K = (Y, F, S)$ with underlying sets $X = \{a, b\}$ and $Y = \{x, y\}$, where $E = \{A, B\}$, $F = \{C, D\}$, $R$ and $S$ are defined by $Tables$ given below:

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(0.5, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
<td>(0.3, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
</tr>
<tr>
<td>b</td>
<td>(0.25, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
<td>(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>(0.3, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
<td>(0.5, 0.3, 0.3, -0.1, -0.2, -0.3)</td>
</tr>
<tr>
<td>y</td>
<td>(0.2, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
<td>(0.25, 0.5, 0.3, -0.1, -0.2, -0.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S</th>
<th>$S_{pT}$</th>
<th>$S_{pI}$</th>
<th>$S_{pF}$</th>
<th>$S_{NT}$</th>
<th>$S_{NI}$</th>
<th>$S_{NF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.2</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>D</td>
<td>0.25</td>
<td>0.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
</tbody>
</table>
where $f$ is defined by: $f(a) = x, f(b) = y$, here $\text{deg}(a) = (0.8, 1.0, 0.6, -0.2, -0.4, -0.6)$ = $\text{deg}(x)$ and $\text{deg}(b) = (0.45, 1.0, 0.6, -0.2, -0.4, -0.6) = \text{deg}(y)$.

But $H$ is not isomorphic to $K$, i.e. $H$ is neither weak isomorphic, nor co-weak isomorphic to $K$.

Theorem 3.23

The isomorphism between BSVNHGs is an equivalence relation.

Proof

Let $H = (X, E, R)$, $K = (Y, F, S)$ and $M = (Z, G, W)$ be BSVNHGs with underlying sets $X, Y$ and $Z$, respectively:

Reflexive

Consider the map (identity map) $f : X \rightarrow X$ defined as follows: $f(x) = x$ for all $x \in X$, since the identity map is always bijective and satisfies the conditions:

\[
\begin{align*}
\min[PT_E(x)] &= \min[PT_E(f(x))], \\
\max[PI_E(x)] &= \max[PI_E(f(x))], \\
\max[PF_E(x)] &= \max[PF_E(f(x))], \\
\max[NT_E(x)] &= \max[NT_E(f(x))], \\
\min[NI_E(x)] &= \min[NI_E(f(x))], \\
\min[NF_E(x)] &= \min[NF_E(f(x))],
\end{align*}
\]

for all $x \in X$.

\[
\begin{align*}
R_{PT}(x_1, x_2, \ldots, x_r) &= R_{PT}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{PI}(x_1, x_2, \ldots, x_r) &= R_{PI}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{PF}(x_1, x_2, \ldots, x_r) &= R_{PF}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{NT}(x_1, x_2, \ldots, x_r) &= R_{NT}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{NI}(x_1, x_2, \ldots, x_r) &= R_{NI}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{NF}(x_1, x_2, \ldots, x_r) &= R_{NF}(f(x_1), f(x_2), \ldots, f(x_r)),
\end{align*}
\]

for all $\{x_1, x_2, \ldots, x_r\}$ subsets of $X$.

Hence $f$ is an isomorphism of BSVNHG $H$ to itself.
Symmetric

Let \( f: X \rightarrow Y \) be an isomorphism of \( H \) and \( K \), then \( f \) is a bijective mapping defined as \( f(x) = y \) for all \( x \in X \).

Then, by definition:

\[
\begin{align*}
\text{min}[PT_{E_j}(x)] &= \text{min}[PT_{F_j}(f(x))], \\
\text{max}[PI_{E_j}(x)] &= \text{max}[PI_{F_j}(f(x))], \\
\text{max}[PF_{E_j}(x)] &= \text{max}[PF_{F_j}(f(x))], \\
\text{max}[NT_{E_j}(x)] &= \text{max}[NT_{F_j}(f(x))], \\
\text{min}[NI_{E_j}(x)] &= \text{min}[NI_{F_j}(f(x))], \\
\text{min}[NF_{E_j}(x)] &= \text{min}[NF_{F_j}(f(x))],
\end{align*}
\]

for all \( x \in X \).

\[
\begin{align*}
R_{PT}(x_1, x_2, \ldots, x_r) &= S_{PT}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{PI}(x_1, x_2, \ldots, x_r) &= S_{PI}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{PF}(x_1, x_2, \ldots, x_r) &= S_{PF}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{NT}(x_1, x_2, \ldots, x_r) &= S_{NT}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{NI}(x_1, x_2, \ldots, x_r) &= S_{NI}(f(x_1), f(x_2), \ldots, f(x_r)), \\
R_{NF}(x_1, x_2, \ldots, x_r) &= S_{NF}(f(x_1), f(x_2), \ldots, f(x_r)),
\end{align*}
\]

for all \( \{x_1, x_2, \ldots, x_r\} \) subsets of \( X \).

Since \( f \) is bijective, then we have:

\[
f^{-1}(y) = x \text{ for all } y \in Y.
\]

Thus, we get:

\[
\begin{align*}
\text{min}[PT_{E_j}(f^{-1}(y))] &= \text{min}[PT_{F_j}(y)], \\
\text{max}[PI_{E_j}(f^{-1}(y))] &= \text{max}[PI_{F_j}(y)], \\
\text{max}[PF_{E_j}(f^{-1}(y))] &= \text{max}[PF_{F_j}(y)], \\
\text{max}[NT_{E_j}(f^{-1}(y))] &= \text{max}[NT_{F_j}(y)], \\
\text{min}[NI_{E_j}(f^{-1}(y))] &= \text{min}[NI_{F_j}(y)], \\
\text{min}[NF_{E_j}(f^{-1}(y))] &= \text{min}[NF_{F_j}(y)],
\end{align*}
\]

for all \( x \in X \).

\[
\begin{align*}
R_{PT}(f^{-1}(y_1), f^{-1}(y_2), \ldots, f^{-1}(y_r)) &= S_{PT}(y_1, y_2, \ldots, y_r), \\
R_{PI}(f^{-1}(y_1), f^{-1}(y_2), \ldots, f^{-1}(y_r)) &= S_{PI}(y_1, y_2, \ldots, y_r), \\
R_{PF}(f^{-1}(y_1), f^{-1}(y_2), \ldots, f^{-1}(y_r)) &= S_{PF}(y_1, y_2, \ldots, y_r),
\end{align*}
\]
\[ R_{NT}(f^{-1}(y_1), f^{-1}(y_2), \ldots, f^{-1}(y_r)) = S_{NT}(y_1, y_2, \ldots, y_r), \]  
\[ R_{NI}(f^{-1}(y_1), f^{-1}(y_2), \ldots, f^{-1}(y_r)) = S_{NI}(y_1, y_2, \ldots, y_r), \]  
\[ R_{NF}(f^{-1}(y_1), f^{-1}(y_2), \ldots, f^{-1}(y_r)) = S_{NF}(y_1, y_2, \ldots, y_r), \]

for all \( \{y_1, y_2, \ldots, y_r\} \) subsets of \( Y \).

Hence, we have a bijective map \( f^{-1} : Y \to X \) which is an isomorphism from \( K \) to \( H \).

**Transitive**

Let \( f : X \to Y \) and \( g : Y \to Z \) be two isomorphism of BSVNHGs of \( H \) onto \( K \) and \( K \) onto \( M \), respectively. Then \( g \circ f \) is bijective mapping from \( X \) to \( Z \), where \( g \circ f \) is defined as \( (g \circ f)(x) = g(f(x)) \) for all \( x \in X \).

Since \( f \) is an isomorphism, then by definition \( f(x) = y \) for all \( x \in X \), which satisfies the conditions:

\[ \min[PT_{E_j}(x)] = \min[PT_{F_j}(f(x))], \]  
\[ \max[PI_{E_j}(x)] = \max[PI_{F_j}(f(x))], \]  
\[ \max[PF_{E_j}(x)] = \max[PF_{F_j}(f(x))], \]  
\[ \max[NT_{E_j}(x)] = \max[NT_{F_j}(f(x))], \]  
\[ \min[NI_{E_j}(x)] = \min[NI_{F_j}(f(x))], \]  
\[ \min[NF_{E_j}(x)] = \min[NF_{F_j}(f(x))], \]

for all \( x \in X \).

\[ R_{PT}(x_1, x_2, \ldots, x_r) = S_{PT}(f(x_1), f(x_2), \ldots, f(x_r)), \]  
\[ R_{PI}(x_1, x_2, \ldots, x_r) = S_{PI}(f(x_1), f(x_2), \ldots, f(x_r)), \]  
\[ R_{PF}(x_1, x_2, \ldots, x_r) = S_{PF}(f(x_1), f(x_2), \ldots, f(x_r)), \]  
\[ R_{NT}(x_1, x_2, \ldots, x_r) = S_{NT}(f(x_1), f(x_2), \ldots, f(x_r)), \]  
\[ R_{NI}(x_1, x_2, \ldots, x_r) = S_{NI}(f(x_1), f(x_2), \ldots, f(x_r)), \]  
\[ R_{NF}(x_1, x_2, \ldots, x_r) = S_{NF}(f(x_1), f(x_2), \ldots, f(x_r)), \]

for all \( \{x_1, x_2, \ldots, x_r\} \) subsets of \( X \).

Since \( g : Y \to Z \) is an isomorphism, then by definition \( g(y) = z \) for all \( y \in Y \) satisfying the conditions:

\[ \min[PT_{F_j}(y)] = \min[PT_{G_j}(g(y))], \]  
\[ \max[PI_{F_j}(y)] = \max[PI_{G_j}(g(y))], \]  
\[ \max[PF_{F_j}(y)] = \max[PF_{G_j}(g(y))], \]  
\[ \max[NI_{F_j}(y)] = \max[NI_{G_j}(g(y))], \]  
\[ \max[NF_{F_j}(y)] = \max[NF_{G_j}(g(y))], \]  
\[ \min[NI_{F_j}(y)] = \min[NI_{G_j}(g(y))], \]  
\[ \min[NF_{F_j}(y)] = \min[NF_{G_j}(g(y))], \]  
\[ \min[PT_{F_j}(y)] = \min[PT_{G_j}(g(y))], \]  
\[ \max[PI_{F_j}(y)] = \max[PI_{G_j}(g(y))]. \]
\[
\max[PF_{f_j}(y)] = \max[PF_{g_j}(g(y))], \quad (139)
\]
\[
\max[NT_{f_j}(y)] = \max[NT_{g_j}(g(y))], \quad (140)
\]
\[
\min[NI_{f_j}(y)] = \min[NI_{g_j}(g(y))], \quad (141)
\]
\[
\min[NF_{f_j}(y)] = \min[NF_{g_j}(g(y))]. \quad (142)
\]

for all \( x \in X \).
\[
S_{PT}(y_1, y_2, ..., y_r) = W_{PT}(g(y_1), g(y_2), ..., g(y_r)), \quad (143)
\]
\[
S_{PI}(y_1, y_2, ..., y_r) = W_{PI}(g(y_1), g(y_2), ..., g(y_r)), \quad (144)
\]
\[
S_{PF}(y_1, y_2, ..., y_r) = W_{PF}(g(y_1), g(y_2), ..., g(y_r)), \quad (145)
\]
\[
S_{NT}(y_1, y_2, ..., y_r) = W_{NT}(g(y_1), g(y_2), ..., g(y_r)), \quad (146)
\]
\[
S_{NI}(y_1, y_2, ..., y_r) = W_{NI}(g(y_1), g(y_2), ..., g(y_r)), \quad (147)
\]
\[
S_{NF}(y_1, y_2, ..., y_r) = W_{NF}(g(y_1), g(y_2), ..., g(y_r)). \quad (148)
\]

for all \( \{y_1, y_2, ..., y_r\} \) subsets of \( Y \).

Thus, from above equations we conclude that:
\[
\min[PT_{E_j}(x)] = \min[PT_{g_j}(g(f(x)))], \quad (149)
\]
\[
\max[PI_{E_j}(x)] = \max[PI_{g_j}(g(f(x)))], \quad (150)
\]
\[
\max[PF_{E_j}(x)] = \max[PF_{g_j}(g(f(x)))], \quad (151)
\]
\[
\max[NT_{E_j}(x)] = \max[NT_{g_j}(g(f(x)))], \quad (152)
\]
\[
\min[NI_{E_j}(x)] = \min[NI_{g_j}(g(f(x)))], \quad (153)
\]
\[
\min[NF_{E_j}(x)] = \min[NF_{g_j}(g(f(x)))]. \quad (154)
\]

for all \( x \in X \).
\[
R_{PT}(x_1, ..., x_r) = W_{PT}(g(f(x_1)), ..., g(f(x_r))), \quad (155)
\]
\[
R_{PI}(x_1, ..., x_r) = W_{PI}(g(f(x_1)), ..., g(f(x_r))), \quad (156)
\]
\[
R_{PF}(x_1, ..., x_r) = W_{PF}(g(f(x_1)), ..., g(f(x_r))), \quad (157)
\]
\[
R_{NT}(x_1, ..., x_r) = W_{NT}(g(f(x_1)), ..., g(f(x_r))), \quad (158)
\]
\[
R_{NI}(x_1, ..., x_r) = W_{NI}(g(f(x_1)), ..., g(f(x_r))), \quad (159)
\]
\[
R_{NF}(x_1, ..., x_r) = W_{NF}(g(f(x_1)), ..., g(f(x_r))). \quad (160)
\]

for all \( \{x_1, x_2, ..., x_r\} \) subsets of \( X \).

Therefore \( g \circ f \) is an isomorphism between \( H \) and \( M \).
Hence, the isomorphism between BSVNHGs is an equivalence relation.

Theorem 3.24

The weak isomorphism between BSVNHGs satisfies the partial order relation.

Proof

Let $H = (X, E, R)$, $K = (Y, F, S)$ and $M = (Z, G, W)$ be BSVNHGs with underlying sets $X$, $Y$ and $Z$, respectively:

Reflexive

Consider the map (identity map) $f : X \to X$ defined as follows: $f(x) = x$ for all $x \in X$, since the identity map is always bijective and satisfies the conditions:

$$\min [PT_E(x)] = \min [PT_E(f(x))],$$

$$\max [PI_E(x)] = \max [PI_E(f(x))],$$

$$\max [PF_E(x)] = \max [PF_E(f(x))],$$

$$\max [NT_E(x)] = \max [NT_E(f(x))],$$

$$\min [NI_E(x)] = \min [NI_E(f(x))],$$

$$\min [NF_E(x)] = \min [NF_E(f(x))],$$

for all $x \in X$.

$$R_{PT}(x_1, x_2, ..., x_r) \leq R_{PT}(f(x_1), f(x_2), ..., f(x_r)).$$

$$R_{PI}(x_1, x_2, ..., x_r) \geq R_{PI}(f(x_1), f(x_2), ..., f(x_r)).$$

$$R_{PF}(x_1, x_2, ..., x_r) \geq R_{PF}(f(x_1), f(x_2), ..., f(x_r)).$$

$$R_{NT}(x_1, x_2, ..., x_r) \geq R_{NT}(f(x_1), f(x_2), ..., f(x_r)).$$

$$R_{NI}(x_1, x_2, ..., x_r) \leq R_{NI}(f(x_1), f(x_2), ..., f(x_r)).$$

$$R_{NF}(x_1, x_2, ..., x_r) \leq R_{NF}(f(x_1), f(x_2), ..., f(x_r)).$$

for all $\{x_1, x_2, ..., x_r\}$ subsets of $X$.

Hence, $f$ is a weak isomorphism of BSVNHG $H$ to itself.

Anti-symmetric

Let $f$ be a weak isomorphism between $H$ onto $K$, and $g$ be a weak isomorphic between $K$ and $H$, that is $f : X \to Y$ is a bijective map defined by: $f(x) = y$ for all $x \in X$ satisfying the conditions:

$$\min [PT_E(x)] = \min [PT_E(f(x))],$$

$$\max [PI_E(x)] = \max [PI_E(f(x))],$$

$$\max [PF_E(x)] = \max [PF_E(f(x))],$$

max\[NT_{E_j}(x)\] = max\[NT_{F_j}(f(x))\], \hspace{1cm} (176) 
min\[NI_{E_j}(x)\] = min\[NI_{F_j}(f(x))\], \hspace{1cm} (177) 
min\[NF_{E_j}(x)\] = min\[NF_{F_j}(f(x))\], \hspace{1cm} (178) 
for all \(x \in X\).

\[
R_{PT}(x_1, x_2, \ldots, x_r) = S_{PT}(f(x_1), f(x_2), \ldots, f(x_r)), \hspace{1cm} (179)
\]
\[
R_{PI}(x_1, x_2, \ldots, x_r) = S_{PI}(f(x_1), f(x_2), \ldots, f(x_r)), \hspace{1cm} (180)
\]
\[
R_{PF}(x_1, x_2, \ldots, x_r) = S_{PF}(f(x_1), f(x_2), \ldots, f(x_r)), \hspace{1cm} (181)
\]
\[
R_{NT}(x_1, x_2, \ldots, x_r) = S_{NT}(f(x_1), f(x_2), \ldots, f(x_r)), \hspace{1cm} (182)
\]
\[
R_{NI}(x_1, x_2, \ldots, x_r) = S_{NI}(f(x_1), f(x_2), \ldots, f(x_r)), \hspace{1cm} (183)
\]
\[
R_{NF}(x_1, x_2, \ldots, x_r) = S_{NF}(f(x_1), f(x_2), \ldots, f(x_r)), \hspace{1cm} (184)
\]
for all \(\{x_1, x_2, \ldots, x_r\}\) subsets of \(X\).

Since \(g\) is also bijective map \(g(y) = x\) for all \(y \in Y\) satisfying the conditions:

\[
min\[PT_{E_j}(y)\] = min\[PT_{E_j}(g(y))\], \hspace{1cm} (185)
\]
\[
max\[PI_{E_j}(y)\] = max\[PI_{E_j}(g(y))\], \hspace{1cm} (186)
\]
\[
max\[PF_{E_j}(y)\] = max\[PF_{E_j}(g(y))\], \hspace{1cm} (187)
\]
\[
max\[NT_{E_j}(y)\] = max\[NT_{E_j}(g(y))\], \hspace{1cm} (188)
\]
\[
min\[NI_{E_j}(y)\] = min\[NI_{E_j}(g(y))\], \hspace{1cm} (189)
\]
\[
min\[NF_{E_j}(y)\] = min\[NF_{E_j}(g(y))\], \hspace{1cm} (190)
\]
for all \(y \in Y\).

\[
R_{PT}(y_1, y_2, \ldots, y_r) \leq S_{PT}(g(y_1), g(y_2), \ldots, g(y_r)), \hspace{1cm} (191)
\]
\[
R_{PI}(y_1, y_2, \ldots, y_r) \geq S_{PI}(f(y_1), f(y_2), \ldots, f(y_r)), \hspace{1cm} (192)
\]
\[
R_{PF}(y_1, y_2, \ldots, y_r) \geq S_{PF}(f(y_1), f(y_2), \ldots, f(y_r)), \hspace{1cm} (193)
\]
\[
R_{NT}(y_1, y_2, \ldots, y_r) \geq S_{NT}(g(y_1), g(y_2), \ldots, g(y_r)), \hspace{1cm} (194)
\]
\[
R_{NI}(y_1, y_2, \ldots, y_r) \leq S_{NI}(f(y_1), f(y_2), \ldots, f(y_r)), \hspace{1cm} (195)
\]
\[
R_{NF}(y_1, y_2, \ldots, y_r) \leq S_{NF}(f(y_1), f(y_2), \ldots, f(y_r)), \hspace{1cm} (196)
\]
for all \(\{y_1, y_2, \ldots, y_r\}\) subsets of \(Y\).

The above inequalities hold for finite sets \(X\) and \(Y\) only whenever \(H\) and \(K\) have same number of edges and corresponding edge have same weights, hence \(H\) is identical to \(K\).

Transitive

Let \(f: X \rightarrow Y\) and \(g: Y \rightarrow Z\) be two weak isomorphism of BSVNHGs of \(H\) onto \(K\) and \(K\) onto \(M\), respectively. Then \(g \circ f\) is bijective mapping from \(X\) to \(Z\), where \(g \circ f\) is defined as \((g \circ f)(x) = f(g(x))\) for all \(x \in X\).
Since $f$ is a weak isomorphism, then by definition $f(x) = y$ for all $x \in X$ which satisfies the conditions:

$$\min [PT_E(x)] = \min [PT_f(f(x))],$$  \hspace{1cm} (197)
$$\max [PL_E(x)] = \max [PL_f(f(x))],$$  \hspace{1cm} (198)
$$\max [PF_E(x)] = \max [PF_f(f(x))],$$  \hspace{1cm} (199)
$$\max [NT_E(x)] = \max [NT_f(f(x))],$$  \hspace{1cm} (200)
$$\min [NI_E(x)] = \min [NI_f(f(x))],$$  \hspace{1cm} (201)
$$\min [NF_E(x)] = \min [NF_f(f(x))],$$  \hspace{1cm} (202)

for all $x \in X$.

$$R_{PT}(x_1, x_2, \ldots, x_r) \leq S_{PT}(f(x_1), f(x_2), \ldots, f(x_r)), $$  \hspace{1cm} (203)
$$R_{PL}(x_1, x_2, \ldots, x_r) \geq S_{PL}(f(x_1), f(x_2), \ldots, f(x_r)), $$  \hspace{1cm} (204)
$$R_{PF}(x_1, x_2, \ldots, x_r) \geq S_{PF}(f(x_1), f(x_2), \ldots, f(x_r)), $$  \hspace{1cm} (205)
$$R_{NT}(x_1, x_2, \ldots, x_r) \geq S_{NT}(f(x_1), f(x_2), \ldots, f(x_r)), $$  \hspace{1cm} (206)
$$R_{NI}(x_1, x_2, \ldots, x_r) \leq S_{NI}(f(x_1), f(x_2), \ldots, f(x_r)), $$  \hspace{1cm} (207)
$$R_{NF}(x_1, x_2, \ldots, x_r) \leq S_{NF}(f(x_1), f(x_2), \ldots, f(x_r)), $$  \hspace{1cm} (208)

for all $\{x_1, x_2, \ldots, x_r\}$ subsets of $X$.

Since $g : Y \to Z$ is a weak isomorphism, then by definition $g(y) = z$ for all $y \in Y$, satisfying the conditions:

$$\min [PT_f(y)] = \min [PT_g(g(y))],$$  \hspace{1cm} (209)
$$\max [PL_f(y)] = \max [PL_g(g(y))],$$  \hspace{1cm} (210)
$$\max [PF_f(y)] = \max [PF_g(g(y))],$$  \hspace{1cm} (211)
$$\max [NT_f(y)] = \max [NT_g(g(y))],$$  \hspace{1cm} (212)
$$\min [NI_f(y)] = \min [NI_g(g(y))],$$  \hspace{1cm} (213)
$$\min [NF_f(y)] = \min [NF_g(g(y))],$$  \hspace{1cm} (214)

for all $x \in X$.

$$S_{PT}(y_1, y_2, \ldots, y_r) \leq W_{PT}(g(y_1), g(y_2), \ldots, g(y_r)), $$  \hspace{1cm} (215)
$$S_{PL}(y_1, y_2, \ldots, y_r) \geq W_{PL}(g(y_1), g(y_2), \ldots, g(y_r)), $$  \hspace{1cm} (216)
$$S_{PF}(y_1, y_2, \ldots, y_r) \geq W_{PF}(g(y_1), g(y_2), \ldots, g(y_r)), $$  \hspace{1cm} (217)
$$S_{NT}(y_1, y_2, \ldots, y_r) \geq W_{NT}(g(y_1), g(y_2), \ldots, g(y_r)), $$  \hspace{1cm} (218)
$$S_{NI}(y_1, y_2, \ldots, y_r) \leq W_{NI}(g(y_1), g(y_2), \ldots, g(y_r)), $$  \hspace{1cm} (219)
$$S_{NF}(y_1, y_2, \ldots, y_r) \leq W_{NF}(g(y_1), g(y_2), \ldots, g(y_r)), $$  \hspace{1cm} (220)

for all $\{y_1, y_2, \ldots, y_r\}$ subsets of $Y$. 
Thus, from above equations, we conclude that:

$$\min[P_{T E_j}(x)] = \min[P_{T G_j}(g(f(x)))],$$  \hspace{1cm} (221)

$$\max[P_{I E_j}(x)] = \max[P_{I G_j}(g(f(x)))],$$  \hspace{1cm} (222)

$$\max[P_{F E_j}(x)] = \max[P_{F G_j}(g(f(x)))],$$  \hspace{1cm} (223)

$$\max[N_{T E_j}(x)] = \max[N_{T G_j}(g(f(x)))],$$  \hspace{1cm} (224)

$$\min[N_{I E_j}(x)] = \min[N_{I G_j}(g(f(x)))].$$  \hspace{1cm} (225)

$$\min[N_{F E_j}(x)] = \min[N_{F G_j}(g(f(x)))].$$  \hspace{1cm} (226)

for all \(x \in X\).

$$R_{PT}(x_1, ..., x_r) \leq W_{PT}(g(f(x_1)), ..., g(f(x_r))).$$  \hspace{1cm} (227)

$$R_{P1}(x_1, ..., x_r) \geq W_{P1}(g(f(x_1)), ..., g(f(x_r))).$$  \hspace{1cm} (228)

$$R_{PF}(x_1, ..., x_r) \geq W_{PF}(g(f(x_1)), ..., g(f(x_r))).$$  \hspace{1cm} (229)

$$R_{NT}(x_1, ..., x_r) \geq W_{NT}(g(f(x_1)), ..., g(f(x_r))).$$  \hspace{1cm} (230)

$$R_{NI}(x_1, ..., x_r) \leq W_{NI}(g(f(x_1)), ..., g(f(x_r))).$$  \hspace{1cm} (231)

$$R_{NF}(x_1, ..., x_r) \leq W_{NF}(g(f(x_1)), ..., g(f(x_r))).$$  \hspace{1cm} (232)

for all \(\{x_1, x_2, ..., x_r\}\) subsets of \(X\).

Therefore \(g \circ f\) is a weak isomorphism between \(H\) and \(M\).

Hence, the weak isomorphism between BSVNHGs is a partial order relation.

4 Conclusion

The bipolar single valued neutrosophic hypergraph can be applied in various areas of engineering and computer science. In this paper, the isomorphism between BSVNHGs is proved to be an equivalence relation and the weak isomorphism is proved to be a partial order relation. Similarly, it can be proved that co-weak isomorphism in BSVNHGs is a partial order relation.
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