
Information Fusion and Discounting Techniques for
Decision Support in Aerospace

Fiona Browne1 , Yan Jin1,
David Bell2, Weiru Liu2 & Colm Higgins1

1 School of Mechanical & Aerospace Engineering
2 School of Electronics, Electrical Engineering & Computer Science

Queen’s University Belfast
Email:{f.browne, y.jin, da.bell, w.liu, c.j.higgins}@qub.ac.uk

Niall Rooney & Hui Wang
Artificial Intelligence & Applications Research Group

School of Computing & Mathematics
University of Ulster

Email:{nf.rooney, h.wang}@ulster.ac.uk

Abstract—Decision makers are required to make critical deci-
sions throughout all stages of a life-cycle in large-scale projects.
These decisions are important as they impact upon the outcome
and the success of projects. In this paper we present an evidential
reasoning framework to aid decision-makers in the decision
making process. This approach utilizes the Dezert-Smarandache
Theory (DSm) to fuse heterogeneous evidence sources that suffer
from levels of uncertainty, imprecision and conflicts to provide
beliefs for decision options. To analyze the impact that source
reliability and priority has upon the decision making process a
reliability discounting technique along with a priority discounting
technique are applied. Application of the evidential reasoning
framework is illustrated using a Case Study based in the
Aerospace domain.

I. INTRODUCTION

Decision making in large-scale projects are often sophis-
ticated and complex processes whereby selections have an
impact on diverse stages of the project life-cycle and ultimately
the outcome of the project. The Aerospace domain provides an
example of such a problem space. This is a highly competitive
field with constant demands on aircraft production to improve
in terms of safety, performance, speed, reliability and cost
effectiveness [1]. Design decisions made throughout an aircraft
life-cycle are critical as they directly effect the factors above.
Decision making in Aerospace involves the evaluation of
multiple decision options against criteria such as detailed re-
quirement specifications and International Aviation Standards
specified for example, by the Federal Aviation Administration.
Evidence supporting/opposing these options can be extracted
from diverse heterogeneous information sources. However,
these evidence vary in terms of reliability, completeness, preci-
sion and may contain conflicting information. To address these
limitations we propose an evidential reasoning framework to
support decision analysis using information fusion techniques
based on Belief Function Theory to manage uncertainty and
conflict in evidence sources. This research is an element
of a larger, complex and collaborative project DEEPFLOW
which encompasses the areas of natural language processing,
high performance computing, computational semantics, and
reasoning with uncertainty. The project aims to develop a
framework to identify, extract and reason with information
contained within large complex interrelated documents which

can be applied to many diverse problem domains.

Bayesian methods and Evidence Theories such as Dempster-
Shafer Theory (DS) [2] are commonly used to handle uncer-
tainty. As a generalized probability approach DS has some
distinct features compared with Bayesian theory. DS can
represent ignorance caused by lack of information and can
aggregate beliefs when new evidence is accumulated [3].
However, it has been demonstrated that DS is limited in
decision making when the level of conflict between sources
of evidence becomes high [4]. Dezert-Smarandache Theory
(DSm) which overcomes the limitations of the DS approach
is therefore applied in this paper to fuse evidence sources
with DS presented for comparative purposes. DSm can be
considered as a generalization of the DS whereby the rule of
combination takes into account both uncertain and paradoxical
information [5].

Evidence sources involved in the fusion process may not
always have equal reliability or priority. This paper regards
reliability and priority as distinct factors. Reliability can be
viewed as an objective property of an evidence source whereas
priority is viewed as a subjective property expressed by the fu-
sion system designer/expert [6]. Counter-intuitive results could
be obtained if unequal sources are fused and these factors
are not taken into consideration. To address and highlight the
importance of these factors in the decision making process
we apply two discounting techniques: reliability discounting
using the classical Shafer’s discounting approach and priority
discounting based on the importance discounting technique
described in [6].

The paper is organized as follows: in section 2 the basics
of Evidence Theory and combination rules are introduced.
In section 3 the reliability discounting technique and our
proposed priority discounting technique are detailed. A Case
Study in section 4 presents an applied scenario based in
the Aerospace domain comparing both the DS and DSm
approaches and the impact of discounting factors on decision
analysis. Conclusions and future work are provided in section
5.
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II. BASICS ON DS AND DSM THEORY

The DS (evidential theory) is a generalization of traditional
probability. This theory provides a mathematical formalism to
model our belief and uncertainty on possible decision options
for a given decision making process. The application of the
Dempster-Shafer rule of combination of belief functions has
been advantageous in the fusing of uncertain evidence support-
ing different hypotheses [5]. However, when conflict between
sources becomes high the DS can generate errors in decision
making. To address this problem we use the DSm which
can be considered a generalization of DS. DSm overcomes
limitations of DS by proposing new models for the frame
of discernment and new rules of combination that take into
account both paradoxical and uncertain information. In DSm
the elements θi, i = 1, 2, ..., n of the frame of discernment Θ
are exhaustive but not necessarily exclusive due to the intrinsic
nature of its elements. In comparison, DS considers that the
frame Θ consists of a set of finite exhaustive and exclusive
elements requiring refinement to ensure Θ is exclusive. DS
works with a power-set of Θ denoted 2Θ whereas DSm uses
a hyper power-set DΘ (Dedekind’s lattice) described in detail
in [7] created with ∪ and ∩ operators.

A generalized Basic Belief Assignment (bba) expressing be-
lief assigned to the elements of DΘ provided by an evidential
source (defined in a similar manner as DS in [2]) is a mapping
function m : DΘ → [0, 1] representing the distribution of
belief satisfying the conditions:

m(∅) = 0 and
∑
A∈DΘ

m(A) = 1 (1)

In evidence theory, a probability range is used to represent
uncertainty. The lower bounds of this probability is called
Belief(Bel) and the upper bounds Plausibility(Pl). The gen-
eralized Bl and the Pl for any proposition A ∈ DΘ can be
obtained by:

Bel(A) =
∑
B⊆A
B∈DΘ

m(B) and P l(A) =
∑

B∩A6=0

B∈DΘ

m(B) (2)

In this paper, the DS frame Θ is used i.e. all elements θi of Θ
are assumed to be exhaustive and exclusive. Therefore DΘ is
equal to 2Θ and the generalized belief functions are reduced
to the classical DS functions.

In DSm the Proportional Conflict Redistribution Rule no. 5
(PCR5) has been proposed as an alternative to the Dempster-
Shafer rule of combination for combining highly conflicting
sources of evidence. Below the Dempster-Shafer rule of com-
bination and PCR5 are briefly detailed, a complete presentation
of DSm including examples can be found in [7].

A. Dempster-Shafer Rule of Combination

In DS, the Dempster-Shafer rule of combination symbolized
by the operator ⊕ is used to fuse two distinct sources of
evidence B1 and B2 over the same frame Θ. Let Bel1 and
Bel2 represent two belief functions over the same frame Θ
and m1 and m2 their respective bba. The combined belief

function Bel = Bel1 ⊕ Bel2 is obtained by the combination
of m1 and m2 as: m(∅) = 0 and ∀C 6= ∅ ⊆ Θ

m(C) ≡ [m1 ⊕m2](C) =

∑
A∩B=C m1(A)m2(B)

1−
∑
A∩B=∅m1(A)m2(B)

(3)

The Dempster-Shafer rule of combination is associative ([m1⊕
m2]⊕m3 = m1⊕ [m2⊕m3]) and commutative (m1⊕m2 =
m2 ⊕m1).

B. PCR5 Rule of Combination

In DSm the PCR5 rule is generally used to combine bba’s.
PCR5 transfers the conflicting mass only to those elements that
are involved in the conflict and proportionally to their individ-
ual masses. This preserves the specificity of the information in
the fusion process [8]. For two independent bba’s m1 and m2

the PCR5 rule defined by [7] is as follows: mPCR5(∅) = 0
and ∀(X 6= ∅) ∈ 2Θ

mPCR5(A) =
∑

X1,X2∈2Θ

X1∩X2=A

m1(X1)m2(X2)+

∑
X∈2Θ

X∩=∅

[
m1(A)2m2(X)

m1(A) +m2(X)
+

m2(A)2m1(X)

m2(A) +m1(X)
]

(4)

All fractions in (4) which have a denominator of zero are
discarded. All propositions/sets in the formula are in canonical
form. PCR5 is commutative and not associative but quasi-
associative.

III. EVIDENTIAL OPERATIONS

Evidence to support or refute design options in a decision
making process can be extracted from numerous information
sources including reports, journals and magazine articles.
Some sources may be regarded more reliable or have a higher
priority compared to others. It is important to manage these
factors in the fusion process to reduce errors in reporting
beliefs for decision options. Discounting methods can be
applied to transform the beliefs of sources to reflect both the
reliability and priority which are discussed below.

A. Reliability Discounting Techniques

Smarandache et al. [6] defined the reliability of an evidence
source as its ability to provide the correct assessment/solution
of the given problem. For example, a peer reviewed journal
paper supporting a decision option could be regarded
more reliable than a blog post. In reliability discounting a
discounting factor α in [0, 1] can be applied to characterize
the quality of an evidence source. This factor transforms
the belief of each source to reflect it’s credibility. The
Shafer’s discounting technique [2] has been proposed for the
combination of unreliable evidence sources. Incorporation of
the reliability factor α ∈ [0, 1] in the decision making process
is defined as:{

mα(X) = a ·m(X), forX 6= θ
mα(θ) = a ·m(θ) + (1− α)

(5)
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whereby α = 1 represents a fully reliable source and α = 0
an unreliable source. The discounted mass is committed to the
ignorance m(θ).

B. Priority Discounting Technique

The priority of an evidence source is distinct from
the reliability of an evidence source. Applying the same
definition of importance as [8] we regard source priority
as an subjective attribute of an evidence source whereby a
fusion designer/expert can assign a priority weight/value to
individual source. For example, within the Aerospace domain
safety is paramount therefore it is important to grant high
priority to evidence sources containing information on aircraft
safety. Within this paper we characterize priority using a
priority factor denoted β in [0, 1]. β is representative of a
priority weight assigned by a fusion designer/expert to a
source with a value between [0, 1]. To consider priority in the
fusion process we apply the priority discounting technique
which is based upon the importance technique detailed in
[6]. The idea of importance discounting was firstly presented
by Tacnet in [7] and further explored by Smarandache et
al. [6]. The approach defines discounting with respect to ∅
compared to Θ as used in the Shafer reliability approach
detailed above. The highest priority assigned to a source is
characterized by β = 1 and the minimum priority β = 0. The
priority discounting of a source having a priority factor β can
be defined as:{

mβ(X) = β ·m(X), forX 6= ∅
mβ(∅) = β ·m(∅) + (1− β)

(6)

which allows m(∅) ≥ 0, thereby preserving specificity of the
primary information as all focal elements are discounted with
same priority factor [9].

The Dempster-Shafer Rule of Combination however cannot
be used to fuse sources if priority discounting is applied. This
is because the Dempster-Shafer Rule of Combination does
not respond to the discounting of sources towards the empty
set [6]. The PCR5 combination rule is therefore applied in
this paper to demonstrate the fusion process when priority
discounting is used. Using the priority technique the belief
committed to ∅ is firstly normalized and then redistributed to
the elements involved in the conflict proportionally to their
individual masses.

IV. CASE STUDY

In this section, we illustrate a decision making process
whereby an engineer selects a material to construct a wing spar
of an aircraft. This scenario is presented to help illustrate the
underlying concepts and evidential operations of the proposed
reasoning framework.

A spar is an integral structural member of the wing which
extends through the length of the wing from the point closest
to the fuselage to the wing tip. The function of the spar is
to carry the flight loads and the weight of the wings [10].
Diverse materials including: wood, aluminum alloys and fiber-
reinforced composites can be used to construct a wing spar.

Using the proposed evidential framework we present how
evidence varying in terms of reliability and priority that
supports/opposes the design options: aluminum, composites
and wood are fused together to aid an engineer in the decision
making process. Prior knowledge has been applied to establish
the weighting factors used by the reliability and priority
discounting techniques.

A. Standards, Requirements and Evidence

In order to select a material to construct a wing spar, a
number of factors need to be addressed. Firstly, the selected
material must adhere to industry standards and secondly the
material must fulfill specified design requirements. Informa-
tion extracted from diverse sources is used to provide evidence
that supports/refutes the various design options in fulfilling
these criteria. An overview of the standards, requirements and
evidence applied in this Case Study are presented below.

1) Standards: The selected material must be compliant with
the Federal Aviation Administration (FAA) industry standard
25.651 (outlined in Table I) which requires proof of material
strength before the aircraft can be certified for commercial use.

TABLE I
FAR 25.651 PROOF OF STRENGTH STANDARDS

Part 25 AIRWORTHINESS STANDARDS: TRANSPORT CATE-
GORY AIRPLANES
(a) Limit load tests of control surfaces are required. These tests must
include the horn or fitting to which the control system is attached.
(b) Compliance with the special factors requirements of Secs. 25.619
through 25.625 and 25.657 for control surface hinges must be shown
by analysis or individual load tests.

2) Requirements: The wing spar material must also fulfill
design requirements such as safety, damage tolerance, cost and
environmental impact. An aviation expert has assigned priory
values to these requirements whereby essential requirements
are assigned a higher priority compared to other less critical
requirements. A weight factor of 1 represents a requirement
of maximum priority and 0.2 of least priority.

3) Evidence: Evidence supporting and/or opposing the se-
lection of materials have been extracted from heterogeneous
sources. A total of 50 different sources were used which
included: 18 journal articles, 6 technical white papers, 9 books,
7 aviation magazines and 10 blogs. These diverse sources
varied in terms of certainty and consistency with the resulting
knowledge base containing evidence some of which may be
conflicting. Erroneous results could be produced if we assumed
all evidence sources had the same reliability. To address this,
reliability weights ranging from 0.3 to 0.9 were applied to
the evidence sources based upon the credibility and certainty
of the source. As the credibility of the source increases the
reliability weight moves closer to 1.

4) Evidence Vector: An evidence vector was constructed
and used as input into the evidential reasoning framework.
This vector was built by mapping the evidence for the design
options to the relevant design requirements and standards

859



which they either fulfilled or did not conform to. A sample of
this evidence vector and the type of information that it contains
is presented in Table II below.

TABLE II
SAMPLE EVIDENCE VECTOR

Aluminum Composite Wood
Evidence Tolerant

material
Damage
resistance

Limited
availability

Reliability Journal (0.9) Magazine (0.7) Blog (0.3)
Requirement Safety Damage

Tolerance
Availability

Priority High priority
(1)

High priority (1) Low priority
(0.2)

B. Implementation of Scenario

An engineer has the task of selecting one material from
the set of materials: aluminum (A), composites (C) and wood
(W) over the frame of discernment θ = {∅, A,C,W}, i.e.
Shafer’s model, from which to construct a wing spar. For
simplistic purposes, we assume that the selected material only
needs to fulfill the requirements: safety, damage tolerance
and availability of supply as detailed in Table II. We use four
different evidence sources that assign belief to the hypotheses.
The estimated respective bba’s: m1, m2, m3 and m4 are
described in Table III. The mass affectation is estimated using
information from the constructed knowledge base along with
expert knowledge.

TABLE III
BASIC BELIEF ASSIGNMENTS FOR EVIDENCE SOURCES

m1 m2 m3 m4

A 0.4 0.2 0.8 0.5
C 0.4 0.7 0.1 0.4
W 0.1 0.01 0.01 0.05
A ∪ C ∪W 0.1 0.09 0.09 0.05

Reliability weightings for the evidence have been derived
using source information from which the evidence was ex-
tracted. For example, evidence obtained from a peer reviewed
journal has a high reliability factor compared to a blog
post where information provided may not be scientifically
verified. The reliability factors for the four sources are as
follows: α1 = 0.9, α2 = 0.7, α3 = 0.3, α4 = 0.3. The
Aerospace engineer who has specified the requirements has
also ranked them in order of priority whereby a requirement
considered high priority is set with a higher discounting
factor. The priority factors for the respective four sources are:
β1 = 1, β2 = 1, β3 = 0.6, β4 = 0.2.

To fuse the heterogeneous sources we use the PCR5 and
Dempster-Shafer rules of combination. Based on the simplified
scenario, both the reliability and the priority discounting tech-
niques are applied and analyzed individually. When applying
the priority discounting technique only results obtained using
the PCR5 rule of combination are presented as the Dempster-
Shafer rule of combination does not respond to the discounting
of sources towards the empty set. [6].

1) PCR5 and Dempster-Shafer Rules of Combination: We
firstly present the scenario whereby evidence was fused using
the PCR5 and Dempster-Shafer rules of combination based on
the assumption that all sources are equal in terms of reliability
and priority. The results obtained for this scenario are shown
in Table IV and Table V. In the first row of the Tables IV
and V m12...,m1234 corresponds to the sequential fusion of
the sources m1...,m4. We can see from Table III that m2 and
m3 are conflicting sources as the bba m2 assigns most belief
to hypothesis C compared to m3 where most of the belief is
assigned to A. Based on the results highlighted in Tables IV
and V both PCR5 and Dempster-Shafer rules of combination
assigned the highest belief to the hypothesis A. Interestingly,
there is a noticeable different between the distribution of
beliefs across the hypotheses A and C by these rules. The
Dempster-Shafer rule of combination assigns more belief to A
and less to C in comparison to the PCR5 rule of combination.
The difference between these results can be explained by
the approaches used by the combination rules to distribute
conflict. The Dempster-Shafer rule distributes equally the total
conflicting mass over all focal elements of 2Θ (including
elements that may not have contributed to the conflict) whereas
PCR5 transfers conflicting masses proportionally to non-empty
sets involved in the model. This highlights the importance high
conflict can have on belief assignment when DS is applied.
[11].

TABLE IV
DEMPSTER-SHAFER RULE OF COMBINATION RESULTS WHEN ALL

SOURCES ARE ASSUMED EQUAL

m12 m123 m1234

A 0.2509 0.6272 0.6764
C 0.7122 0.3631 0.3217
W 0.0203 0.0058 0.0015
A ∪ C ∪W 0.0166 0.0040 3.8620E-4

TABLE V
PCR5 RULE OF COMBINATION RESULTS WHEN ALL SOURCES ARE

ASSUMED EQUAL

m12 m123 m1234

A 0.2817 0.5967 0.6120
C 0.6827 0.3983 0.3830
W 0.0267 0.0042 0.0050
A ∪ C ∪W 0.0090 8.1E-4 4.05E-5

2) Reliability Discounting: In Tables VI and VII we
present results obtained when the reliability discounting tech-
nique is implemented with the combination rules approaches
Dempster-Shafer and PCR5 respectively. The application of
reliability discounting to the bba’s reduces in particular the
beliefs in m3 and m4. Compared to the results in Tables
IV and V, both combination rules now assign most belief to
the hypothesis C when reliability factors are considered. It
is known that conflicts can have a counter-intuitive impact
on the results obtained using the Dempster-Shafer rule of
combination if conflict between hypotheses are high [12].
However, by applying reliability discounting factors the degree
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of conflict between the bba’s: m2 and m3 was reduced by
committing the discounted mass to ignorance. This could
explain why similar belief assignments are now observed
across the two fusion approaches.

TABLE VI
DEMPSTER-SHAFER RULE OF COMBINATION RESULTS WHEN

RELIABILITY DISCOUNTING IS APPLIED

m12 m123 m1234

A 0.3460 0.3845 0.4030
C 0.5084 0.4921 0.4917
W 0.0487 0.0416 0.0369
A ∪ C ∪W 0.0969 0.0818 0.0683

TABLE VII
PCR5 RULE OF COMBINATION RESULTS WHEN RELIABILITY

DISCOUNTING IS APPLIED

m12 m123 m1234

A 0.3595 0.3963 0.4145
C 0.5244 0.5158 0.5187
W 0.0471 0.0378 0.0310
A ∪ C ∪W 0.0690 0.0501 0.0359

3) Priority Discounting: We have demonstrated the impor-
tance of reliability factors and their impact on the decision
making process. We now present results obtained using the
priority discounting technique. This technique differs to the
reliability discounting technique as the discounted mass is
assigned to the empty set compared to Θ. The impact of this
approach is demonstrated using the PCR5 rule of combination.
Both m1 and m2 were identified as the highest priority bba’s.
By applying priority discounting to m3 and m4 we can view
the impact on the decision making process in Table VIII.

TABLE VIII
PCR5 RULE OF COMBINATION WITH PRIORITY DISCOUNTING

m12 m123 m1234

A 0.2817 0.4965 0.4765
C 0.6827 0.4988 0.5163
W 0.02662 0.0042 0.0072
A ∪ C ∪W 0.0090 4.8510E-4 1.45710E-5

Compared to the fusion results in Table V where no
discounting was performed, a significant difference in belief
assignment can be seen from Table VIII when priority factors
are applied. Furthermore, using the same weighting factors, a
notable difference is observed between the priority discounting
results in Table VIII and reliability discounting in Table IX.

TABLE IX
PCR5 RULE OF COMBINATION WITH RELIABILITY DISCOUNTING

m12 m123 m1234

A 0.2817 0.4304 0.4027
C 0.6827 0.5520 0.5837
W 0.0266 0.0135 0.0111
A ∪ C ∪W 0.0090 0.0041 0.0026

These scenario results have demonstrated how reliability
and priority discounting techniques can provide interesting

results and may be beneficial when integrated within decision
making support systems. The application choice of the two
discounting rules is left to the users accordingly to their own
purposes.

V. CONCLUSION

Decisions made throughout the life-cycle of large-scale
projects are essential as they have a direct impact upon the
outcome and success of a project. Aerospace is an example
problem space that spans many domains whereby decisions
are often made in the presence of information which may be
noisy, conflicting, incomplete and which varies in terms of
reliability and priority. To address these issues, we presented
an evidential reasoning framework to aid in the decision
making process illustrated by a Case Study based in the
Aerospace domain. This framework incorporated knowledge
on the reliability and priority of evidential sources to show
their impact and importance upon the decision making process.
Furthermore, we illustrated how unreliable and diverse prior-
ities can be accommodated in the decision making process.
To evaluate this approach we focused on applying DSm to
fuse uncertain evidential sources and to also incorporate the
reliability and our proposed priority discounting technique.
For comparative purposes only we presented DS, this was
due to the potential of DS generating errors in the decision
making process when paradoxical information and conflict
between hypotheses becomes high. We also described how
the priority discounting technique cannot be applied using the
Dempster-Shafer rule of combination contrariwise to the PCR5
rule used in by the DSm approach. Through the examples
outlined in the Aerospace Case Study presented in this paper,
we illustrated the potential interest of the evidential framework
along with discounting techniques for decision-making in
practical scenarios.
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