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ABSTRACT

Aims. Several authors have claimed to detect a significant crossiation between microwave WMAP anisotropies and the SDS
galaxy distribution. We repeat these analyses to deterthieediferent cross-correlation uncertainties caused by re-sagpt-
rors and field-to-field fluctuations. The first type of erroncerns overlapping sky regions, while the second type cosceon-

overlapping sky regions.

Methods. To measure the re-sampling errors, we use bootstrap anekigiektechniques. For the field-to-field fluctuations, we us
three methods: 1) evaluation of the dispersion in the ccoseelation when correlating separated regions of WMARwie original
region of SDSS; 2) use of mock Monte Carlo WMAP maps; 3) a nethote(developed in this article), which measures the esor a
a function of the integral of the product of the self-cortiglas for each map.

Results. The average cross-correlation for- 30 deg. is significantly stronger than the re-sampling srrdvoth the jack-knife and
bootstrap techniques provide similar results—but it ishef brder of the field-to-field fluctuations. This is confirmedtbe cross-
correlation between anisotropies and galaxies in morettihalf of the sample being null within re-sampling errors.

Conclusions. Re-sampling methods underestimate the errors. Fielceld-fiuctuations dominate the detected signals. The ratio of
signal to re-sampling errors is larger than unity in a way stie@ngly depends on the selected sky region. We theretorelude that
there is no evidence yet of a significant detection of thegiatied Sachs-Wolfe (ISW)tect. Hence, the value ¢t ~ 0.8 obtained

by the authors who assumed they were observing the I8&tevould appear to have originated from noise analysis.
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1. Introduction function for overlapping sub-fields lead to an underestinudt
the true scatter in the signal.

Several authors (Fosalbaetal 2003; Vielva et al. 2006;

Cabré et al 2006; Raccanelli et al. 2008; Ho et al. 2008;

Granett et al. 2008) have claimed that there is a significagt pata

cross-correlation between cosmic microwave background

radiation (CMBR) anisotropies and the density of galaxie¥ye consider two types of data for the two fields that we cross-
which is interpreted as the integrated Sachs-Wolfe (ISVeprrelate:

effect. An anticorrelation caused by the Sunyaev-Zel'dovich

effect would also be expected on scales smaller thad°®, 1.

but this is negligible when averaging large regions of thg sk
(Hernandez-Monteagudo & Rubifio-Martin 2004). The con-
clusion of these authors is that the measured cross-ctorela
should be interpreted as a detection of the ISiéa within a
ACDM-cosmology and it serves to constrain the value of the
cosmological parameters.

We reanalyze whether this correlation exists by considerin
galaxies observed by the Sloan Digital Sky Survey (SDS§), ta
ing particular care in the calculation of the cross-cotiefaer-
rors. The root mean square (r.m.s.) of the cross-correlditio

distant, widely diferent areas of sky (here called “field-to-field” 2-

errors) infer much larger errors than those calculatedgussn
sampling cross-correlations techniques i.e., when theseex
termined in diferent strongly overlapping and thus not indepen-
dent subsamples of a given sample (re-sampling errors)oWe c
clude that measurements of the errors in the cross-camelat
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Microwave temperature anisotropiéd | from the 5th year
WMAP release (Hinshaw et al. 2009). We use the V-band
(61 GHz) data because of its lower level of pixel noise. We
checked that the results of this paper are approximately sim
ilar if we use the W-band (94 GHz) data. There is no need to
subtract foreground Galactic contamination because $his i
not correlated with galaxy counts (corrected for extint}jo
and because this is small iffgplane regions. In any case, the
published foreground corrections might not be enough accu-
rate (Lopez-Corredoira 2007). We assign the same weight to
each WMAP pixel of equal size.

Galaxy counts@) are obtained from the survey SDSS, pho-
tometric catalog, data release DR7 (Abazajian et al. 2009).
They cover an area 11,663 dg@8% of the sky) mostly in

the northern Galactic hemisphere. We did not use the striped
region data withb < 30° to ensure low Galactic extinc-
tion and avoided negative latitudes because these are small
isolated regions dominated by edggeets. We used only
galaxies withr magnitudes in the range [181] (Galactic-
extinction corrected) (within these limits galaxy counts a
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complete) and “clean photometry” according to an SDSS al-
gorithm (e.g., we removed sources close to saturated gbject

with contamination of their by other objects), and avoiding 0L - S
the borders by 0.3 deg. In this situation, the total used area i ]
is 7,349 ded (18% of the sky), containing 2.2, 6.4 and 17.1 I 0-0 iy 18<1<191
million galaxies in the magnitude ranges [18,19], [19,20], F e 0-0 0 19<r<201
and [20,21], respectively. e e o o0 g 20<1<21)1

00l T, el —a k) |

3. Methods

By defining the galaxy coun@y) density contrast to bés () =
(G(9) - (G))/{(G), and denoting by (8) = T(0) — To the fluctu-
ations in the CMBR with respect to the average temperdigire
the cross-correlation function can be written as

Self-correl.

0,00

wtc() = (67(8)0c(0)). 1)

The estimator of Eq. (1) computes the cross-correlatiortihnb 0,000f- BE— ‘1 E— ‘1‘0 -
average over all pixels with separatiahs (A8/2), whereAd is ' 8 (degrees)

the step between successive values. ¢ what follows, we set . .

A ~ 0.29 deg. Fig. 1. Log-log of the self-correlations of the fields andér.

There are two kinds of errors in the cross-correlation, @sso
ated with two distinct ways of constructing sub-fields ovéiai

o 60° (Copietal. 2009). Th ible | -scal -
they are computed (Sylos Labini et al. 2009): (Copieta ) © Possible farge-scale cross

correlations of the dierent fields infer that this esti-
mation of the r.m.s. value is a conservative upper-limit
value.

(b) Monte Carlo simulations of WMAP: We generate a num-
ber of Monte Carlo realizations of WMAP by using
the software “synfast” to generate random mock maps
of anisotropies corresponding to the theoretical power
spectrum (Hinshaw et al. 2009) filtered for the V-band.
We performns = 100 realizations, and then calculate
the r.m.s. of their cross-correlation with the fixed SDSS

1. Re-sampling errors: for point distributions, there i®mpo-
nent of the total error that is caused by the finiteness of the
number of points and is closely related to that given by the re
sampling techniques (Betancort-Rijo 1991); however, here
in the correlation of two continuous fields, the associatson
not at all clear. These may be estimated with a re-sampling
technique, for instance jack-knife or bootstrap. In théetat
case, we calculate, times the cross-correlation by removing
each time a dferent fraction 1ng of the N pixels. By using ) . ;
the bootstrap method, we also calculate a numbef times gala>9l//2cour:)ts map. The relative error in the r.m.s. is
the cross-correlation that each time chooses the same num- (2ns) = 7%. L .
ber N of pixels from the original sample, but randomly se- (¢) Integral of the self-correlations: A calculation of the
lected (so that there are some pixels that are selectedasever  1€ld-to-field variance in the cross-correlation of two non-
times, while others are not selected at all). Both in boagstr correlated fields can be given by (see Apperfdix

and jack-knife, we then calculate the r.m.s. of thagee- oo (0) = 2wrT(012)wec(B34))a0 - )
samplings, which provides our error. We uge= 10, which where((...))s¢ Stands for the average extended over all
implies that the relative error in the r.m.s. isi2 /2 ~ 20% groups of four pixels (1,2,3,4) in a region in which the
for Gaussian errors. We note that for both techniques the separation between pixels 1,3 and 2,4 is betvfeeky/ 2
ns determination have been performed on overlapping sub-  andé + A6/2, 61, is the separation of pixels 1,834 is
samples, and they are thus not independent. the separation of pixels 3,4, angrt andwgs are the
2. Field-to-field fluctuations: these are caused by intcifisic- self-correlations, respectively, for the fields and dg.
tuations in both the large-scale structure of galaxies had t We note that with this method we assume haanddc
microwave temperature field. We propose three methods for ~ are uncorrelated (as in Monte Carlo simulations); there-
estimating these fluctuations: fore, o refers to the limits of pure non-correlated fields
(a) Different fields: We cross-correlate ti@& field in the within the corresponding probabilities (68%). In addi-
full area with a diferent fieldsT. of the same power tion, we note that we use the self-correlations that we
spectrum as the original WMAP data, although uncorre- measure in our fields (see Fig. 1), i.e., we have only one
lated withG. One simple way of applying this method realization. Cosmic variance would introduce some extra
is assigning tosT. the value of its own WMAP data uncertainty.

but in other regions of the sky that are completely sep-

arated. For instance, we defiai€.(I,b) = 6T(l + 8, -b) 4. Results

with different values of3 (we considemg = 10 dif-

ferent valuess = 2in/ng, i=1 to ng), and calculate In Fig. 1, we plot the self-correlations. In Fig. 2, we show tre-

the r.m.s. for theng realizations. In this case, we usdermination of the cross-correlation function foffdrent ranges

a small enough numbemnd) of regions, so the rela- of magnitude, and the errors computed by using re-sampling e
tive error in the r.m.s. is (&) Y2 ~20% for Gaussian rors and field-to-field determinations. On the one hand, the e
errors. The cross-correlations at scales 60218ht rors computed by both the bootstrap and the jack-knife nietho
produce some signal, but this would be small, giveare of the same order, and on the other hand the three “field-
that the self-correlation ofT is almost zero fow > to-field” methods yield similar results, which however areain
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Fig. 2. Cross-correlation functiontc WMAP-SDSS (black line) for galaxies with < 30° and in the magnitude range X8r < 19 (left panel),
19 < r < 20 (center panel), and 20 r < 21 (right panel). The rms value calculated by resamplingrerand field-to-field fluctuations are also
plotted.

larger than the re-sampling errors. The fierent fields” method
yields in general a slightly lower r.m.s. than the integrathe
self-correlations, possibly because of small positivgdascale \WMAP-5 vs, SDSS-DRT, 20<1<21
correlations, which slightly reduce the dispersion, astmeed 08 T ‘ T ‘ T
in discussing “diferent fields” in§3. The “Monte Carlo” method E
might yield slightly higher values of r.m.s. than the intagr I

— total area, b>3 7,349 def
— [Il<10€, b>30: 3,906 def ]
- 108<]l<180, b>30: 3,457 defj

of the self-correlations due to the larger amplitude of the-I| 06y
multipoles in the theoretical power spectrum.

The field-to-field fluctuations obtained by using indeperiden
determinations of the cross-correlation function are Isimto
the amplitude of the detected signal or even larger. Figute 3
lustrates this point by showing that there are no positivraye
cross-correlations in a sky region of area more than halfef t
full angular coverage.

From all these analyses, we cannot exclude the vallsgref
being compatible with zero for anywithin field-to-field fluc-
tuations. Thus we conclude that there is no significant eross I
correlation detection. This situation is similar to thatifia for \ | \
the SDSS 3D self-correlation by Sylos-Labini et al. (2008)o 0 5 D (dogeey 1 @
also demonstrated that the field-to-field fluctuations aréhef
order of the signal in the previously announced discovery 6fg. 3. Cross-correlationdrc) WMAP-SDSS, 20< 1 < 21: the aver-

o
~

Cross-corr. |(K)

o
N

=)

baryon acoustic oscillations and large-scale anticaicela. age of the whole selected SDSS-DR7 area, and the averajefd08
and 108 < |l] < 180C; error bars represent jack-knife re-sampling er-
rors.

5. Comparison with previous works

Other authors who calculated the cross-correlation betwee
WMAP and SDSS galaxy counts measured a significant signiak. values or ones only slightly larger than a jack-knife. tde
For instance, Cabré et al. (2006) measured a valug-g(3°) ~ not know whether these disagreement are caused by mistakes i
0.5uK and a significant positiverg for all angles lower than 20 their calculations or whether their claim is that re-samgplér-
degrees for the subsample 20 < 21 over 5500 square degreesors represent the full errors. Other authors used only-fanite
of SDSS-DR4. Giannantonio et al. (2008) obtained a value t&fchnique errors (e.g., Sawangwit et al. 2009). A similabpgm
wts(3°) ~ 0.3 uK for the subsample 18 r < 21 of SDSS-DR6, may dfect the results of Raccanelli et al. (2008), who measured
excluding the southern Galactic hemisphere and high Galadhe cross-correlation between NVSS radio sources and WMAP
extinction regions. In addition, they found a significansjpiwe anisotropies. Raccanelli et al. (2008) calculate the @nreim-
signal outt@ = 8 degrees. Their values are more or less compaitating 1,000 mock NVSS maps by randomly distributing the
ible with our estimate of the cross-correlation functionithim  unmasked pixels of the true NVSS maps. We are concerned that
the re-sampling error bars and taking into account that #udi- this process might destroy part of the self-correlation aéhe
samples are slightly fierent. However we do not measure sigmap, and that the errors might not represent the full fielfietol
nificant cross-correlations, whereas these author do & resu fluctuations. There has been considerable discussion eéthe
cannot explain. errors (Cabré et al. 2007; Giannantonio et al. 2008). Hawev
Cabré et al. (2006) and Giannantonio et al. (2008) perfdrmagainst their claims one can infer from the analyses of this p
Monte Carlo simulations using mock maps, and obtained singier that: i) jack-knife or bootstrap methods do not calathe
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whole error; ii) the level field-to-field fluctuations is agsda as using X-ray data; (2) near-infrared 2MASS, Francis & Peéicoc
the measured average signal. In addition, our conclusitimis (2009) not finding any corresponding ISW signal; or (3) radio
the signal is largely dependent on the specific sub-regi@a clsources NVSS, Hernandez-Monteagudo (2009) casting d@oubt
sen. We find that in the large area|lpf< 108, b > 30° (3,906 the correlation between WMAP and NVSS radio sources, since
square degrees available with SDSS-DR7, more than halieof the cumulative signal to noise ratio of the cross-correfatvith
sample) we do not measure any signal, so the average signahodtipolesl < 60 is lower than 1, and the ISW itself, since the
the entire sample must be caused by a fluctuation. signal to noise ratio should be around 5 theoretically.

One remarkable aspect of the analysis of WMBDPSS-
DR4 is that Cabré et al. (2006) obtain a 3.@etection for
20 < r < 21, while Giannantonio et al. (2008) with a wider aredb. Conclusions
coverage (SDSS-DR6) and broader range of magnitudes;, 1
r < 21, achieve only a 2B detection. This decrease in the si
nificance is unexpected if the signal were real. We also e t
some authors calculated the combined signal to noise rétio
different cross-correlations inftirent samples, obtaining val-
ues over &, by summing them quadratically (Cabré et al 2006},
This is incorrect because they do not take into account the ¢
relation between the samples, thus neglect an importahbpar
the estimated error.

A higher significance in the cross-correlation o

WMAP/SDSS is claimed to be obtained (Granett et al. 200% . . . S
) o - rors by using non-independentre-samplings. If our comaiuis
when only super-clustefsuper-voids are correlated Wlthcorrect, the value of2, ~ 0.8 obtained by those authors based

WMAP instead of the entire SDSS survey: a value ofod.4 on the assumption of observing the IS\Weet would have been
Apart from our questions ra_lsed above, we are also con_c_errbnde induced by noise. Its value would be coincident with the e
about possible a posteriori fitted parameters used to otiian pected value fohCDM by chance, and in the spirit of accepting

correlation. For instance, Granett et al. (2008) separg®ns s L
of the sky centered on super-clusters with radii of 4 degnses griscgzrlientmc result when it indeed produces numbers expected

ask why 4 degrees? These authors illustrate that the sigimific

is only 3.5 for radius 3 deg or 3@ for 5 deg. The significance
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Appendix A: Field-to-field errors in the
cross-correlation as an integral of the
self-correlations for two uncorrelated fields

We consider two continuous random scalar fielg,and Fg, in a space
with d dimensions and any topology. Without loss of generality, siall as-
sume that the mean values (over realization) of both fieldeiis and they are
not correlated{Fpa) = (Fg) = (FaFg) = 0. On the other hand, the values of
each field at two dferent pointsx;, x, are not independent random variables:
wa/s(X1, X2) = (Fa/(X1)Fa/B(X2)), where the average is over realizations. In
practice, in most interesting cases the fields are statilstibomogeneous and
ergodic, so thab depends only om; — X2, and the correlation may be defined as
spatial averages, which is the useful definition since intrnases only one re-
alization is available. If the fields are also statisticadlgtropic,w depends only
onr = |X1 — X|. For the following derivation, we shall assume homogenaitgt
isotropy; the full expression might easily be recovereceiéded.

We first derive the “field-to-field error” (i.e., the true erydor the zero lag
estimator:

N
Elwns(r = 0)] = = " FA()Fs(i), (A1)
i=1

whereFa/g(i) = Fa/a(Xi). We have replaced thizdimensional volume integral

over the sample with a sum ovirequal volume cell indexed hyand centered

on x;. We would have to multiply the contribution of the field forohapixel by

a weight equal to the volume of the pixel in the case of norakgolume cells.
For the variance in Eq. (A.1), we have:

02, =0)=(E?) - (E)? = (E?), (A.2)

since, by construction, the mean valueobver realizationswag, is assumed to
be zero. Developing the square of expression (A.1), anddaits average, we
have:

N
=2 <Z FA(i)FB(i)FA(j)FB(j)>. (A3)
]

In principle, the factor of 2 should not be there in the dasej, but this will be
negligible in the limit of arbitrarily small cells.
Now, since the field&a andFg are uncorrelated

(Fa()Fe()Fa())FB(J)) = (FA()Fa(i))XFa(i)FB())) = wa(rij)ws(rij),  (A.4)
whererjj = |x; — Xj|. Thus, we have

2
02, = 0) = AwaNws(r) = — f f oArwp(r2)drdirs, (A5)
Vs sample

whereVs represents the volume of the sample.
The correlation estimator for any non-zero lag is

N
Eloas(roll = 75 > FaOFe(i) (A6)

Lj/rij=r

whererg— Ar/2 < r < rg+ Ar/2. Following Eq. (A.6) using the same procedure
as for Eq. (A.1), one obtains

02,5(f0) = Awa(r12)ws(r3a))ar, =

fosamplerlgzr.rz4:r wa(r12)wp(raa)d?ridiraddrad?ry

qd rldd I’zdd I’3dd r4

(A7)
ffsampler13=r,r24=r

Equation (A.7), and its particular case, Eq. (A.5), infee thariance over
realizations of the estimator of the correlation betweemuwcorrelated fields,
B when any new global realization of both fields is carried duthe case when
we fix the realization of one of the fields while changing thieeot Eq. (A.7) is
also valid but the self-correlation of the fixed realizatimuist be calculated by
averaging over pixels in this fixed realization, rather tbaer realizations. Now,
since the estimated self-correlation may fluctuate abodebatow the universal
(mean of all realizations) value, it is clear that the vaci@in the estimator of
the cross-correlation o andB when one of them is kept fixed may be slightly
above or below the one corresponding to the case when balhk flattuate.

1 By J. Betancort-Rijo.



