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ABSTRACT
In this paper, we present a new method of evaluating the convergence and sum of a
series with the Riemann zeta function in its general term.We consider the convergence
and sum of a series by means of difference other than previous methods.
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1. Introduction

Riemann zeta function is defined as

o0

C(s)=2%, Re(s)>1.(1)

n=1
Riemann zeta function is a special function which can find wide applications in
natural science, engineering as well as mathematics, and which can provide
particularly powerful means for solving problems arising in physics, chemistry,
probability, computer science, control, etc.
Especially, Riemann zeta function is famous for Riemann’s hypothesis.
Riemann zeta function is very useful for sum computation as well, in which a lot of
attention has been paid. (See [1]-[4], [6], [7], [9]-[12]
[8] validated the following problem by using Abel’s summation formula and definition
of Riemann zeta function.
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This problem has been more generalized, one of which is as follows.(see[13])
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Where if &k =2, then (2) is formedfrom equation(3).
In [5], series(3) was considered in case k =3, from which the following result was
obtained.

i(—l)”‘lnz(C(3)—1—%—---—%—ﬁj:%(ln2+%—%2)j. (4)
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In our paper, we aim at eliciting convergence of series (3) and calculating its sum.

We use the difference theory in consideration of convergence and sum unlike the
preceding literature.

Finally we check the correctness of our results by comparing with the previous
research results.

2. Main result

We introduce some basic conceptions and lemmas for further consideration.

First we note some things relevant to difference.

Given a function f(x) , f(x+1)—f(x) 1s called the first order difference of the

function f(x) and is denoted as

Af(x)=4f “)

In general, the first order difference of porder difference of function f(x)is called
p+1 order difference and  porder difference of function is f(x) denoted as

A f(x)=Nf (5)
N f = A f(x),

Namely

We arrange as A’f(x) = f(x).
Lemma 1.For function f(x),

f(x+n)=Y CA f(x). (6)
is formed. =0

Proof. It is proved by induction on 7.
The base case n =1 is clear.
For the induction step, assume that the statement holds for ». Then since

f(x+n+l):f(x+1+n):zn:C;Aif(x+l)

= Y CN @+ AT )= Y (Co W )+ Y A )

- Z CaA™ )+ f(x)= 2 CluA [ (x).

even in case of n+1 equation (6) holds good.
Hence, lemma 1 is validated.

Next, Let’s define p order arithmetic progression.
{Af (n)}is called first difference progression of { f(n)}.
In general, porder difference progression is defined as

A7 f(n) = AlA7 £ ()
If porder difference progression of {f(n)} is notzero progression, but p+1 order
difference progression is zero progression, then progression {f(n)} is called porder
arithmetic progression.



Also, arithmetic progression over second order is called higher order arithmetic
progression.
Lemma 2. The following equation holds good for parithmetic progression.

min{n,p}

fm)y= D CiNf(0). (7

i=0
Proof. Substituting x = 0into equation(6),the following equation yields.

f(m)=2 C,A£(0).
i=0
Ifn > p, then we get that
AN f(x)=--=A"f(0)=0
Moreover, when m<n, C! =0
So, the proof of the lemma 2 is complete.

Lemma 3. {f(n)} is porder arithmetic progression, if and only if f(#n) is porder

polynomial.
Proof.The necessity is derived from lemma 2.
Ifdeg(f(x)) = p, then since

N f(n) = a,p!, A" f(n) =0,

it is sufficient. Here a, is highest leading knot coefficient of f(n).
Lemma 4.Assuming that {f(n)} is higher arithmetic progression,the first n knot
summation of progression is as follows.

n—1

SO+ @)+ f(n) = zc,i*lAif(l)- (®)

i=0
Proof.lt is proved by induction on 7.
When n=1, it holds.

Assume that when it is n, it holds good.Then by using lemma 1 we can get the
following, which demonstrates that even in case of n+1 equation (8) holds good.

n—1
SO+ f@++ fnr)= > CHA D+ f(n+1)

i=0
n—1 n n-1 n
=Y ity aarm =Y+ N+ = Y A r.
i=0 i=0 i=0 i=0
Thus, the proof is completed.
Let’s define difference polynomial. In case of r >1, it is defined as

pr(x):l'x(x—l)---(x—r+1)
r!

Conspicuously it is true that A" p, (x) =1.
For convenience sake it is expressed as

L)
=—x(x—=1)---(x—r+1).
r r!

Since any r order polynomial can be written as the first order combination in terms of



difference polynomial, it is expressed as

f(x)= cr(xJ+c,._l(x J+...+cl[ﬁ+c0,
r r—

where ¢,,c,, :+,c, areconstants.
Taking the first order, second order, ...rorder difference to both terms of this equation

x) (x
J = [ J, we can obtain the following.

J7) -l

x x x
Af(x):cr(r_lj-i-crl(r_2j+---+c2(lj+cl,
5 L X x
A f(x)—cr(r_z}rcr_l(r_JJr--~+c3(1)+cz,

Af(x)=c,.
Here we consider convergence and sum of equation (3).
If we use the foregoing solution method,we can’t solve this problem.

in turn, and using A(

So we are going to solve this problem with the aid of aforementioned difference
theory.

At first let’s consider convergence.
Lemma 5.For a natural number k& >2, any natural number nsatisfies the following
inequality.

k 1 1 k

_— < — 9
Proof.The left-side inequality of (9) is equivalent to the following expression
(1;:—’:);11 < nLk < (4D s pf 4 (k+ Dt
which is readily proved by binomial formula. Thus the left-side inequality is easily
proved.
Next, let’s prove the right-side inequality.
The right-side inequality is equivalent to the following inequality.
1 1
(m+D* n* -k
0 > ey (10)

We consider function g(x) = x ™, x > 0 in order to prove equation (10).
Since this function is differentiable at interval (0,+00) , mean value theorem at
interval [n, nt+1] can be applied. Therefore as for natural number ngiven randomly
there exists ¢ € (n,n+1)to satisfy

1

r_
m—n—k—g(c)'



Meanwhile, as g"(x) = k(k +1)x **?, g'(x)is increasing function at (0,+o0), whereas

—k g'(n), it is expected that g'(c) > g'(n). So equation (10) holds good.

k+1
n

Remark.From lemma 5, we can make sure that for any natural number n , the
following inequality is obtained.
1 1 1 1 1
< - <—,k>3. 11
(n+1)* k—l(nkl (n+l)k1] n (b

Lemma 6.The following inequality is available.
1 1 1 1

<Shk)y-1—-——---— — < 12
(k=1)(n+D*! s 2" n* (k=Dn*" (12)
Proof. From the expression
1 1 C
=] — —— — e
¢k 2k 3% zl (n+ p)

and (11), the following inequalities holds true.

= 1 =1 1 1 1
< - = ,
Z k Z;k_l( - klj (k_l)nkfl

= (n+p) (n+p-1D*" (n+p)

0

Z ] | ]
;(Hp) ,,Z; [(n+p) _(n+p+1)k-lj_(k—1)(n+1)k-"
Thus, (12) is proved.

Lemma 7. Zi 1 is expressed as korder polynomial in terms of .
i=1

Proof.Since assuming f(n)=n"", f(n) is korder polynomial with respect to ,
{f(n)} is korderarithmetic progression from lemma 3. Hence we can apply lemma 4
to f(n). Thus since C” =0,m < n.,we can obtain the following.

it = S erara) - Z CHIA £ (1)

i=0
As developing C! ,k is constant, this is iorder polynomlal in terms of n.

- k-1 _ i+l Al kln(n 1) (n )
;l —gc Afd)= ZO: (1) A S

Pn(n—1)---(n—i)= ZPZi:n“l Z:(—l)"’julu2

1SuySup<---<u;_;<i

I
=~

T
»—- (=]

k—

P (- J>i)=Z ZPV(J—ZJ) ZQn”1

i=0 j=0

where



P = (Af(ll)f Vii—j,i)= DD uuy o, 0<i<k-1,0<j<i,

1<uy <uy<--<u; jSI

V(O,t)=1(0£t£k—1),Ql.=2PJ.V(j—i,j),OSi£k—1.
j=i

On the other hand
k-1
_ AT 1 £0,

Kk

So the lemma is proved.

Now we consider convergence of series (3).
Theorem 1.Series (3) is convergent.

Proof. We rewrite series (3) as follows;

- wal ke 1 1 1
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n=1 n

I LN S o
-y ( [4(/0 - - k] k_J*“") -

n=2 n

3 el SRRSO S L
mz;( )[(m+1) (é”(k) 1 " (m—i-l)) P 1]+§(k) e

m+l 1

m - 1 1 ()
(-1) ((m+1)k1 kl(;(k) 1_2_"_'“_111_) S+,,Z: +§(k) 1_ﬁ

(13)

-

=1

IO " ((m+ E = k! IR S N
£(k)—1n2 k—1+mzz;( 1) (( +1) {;(k) 1 v mkj

> (1) i I I N O
_;(—1) (n (cj(k)—l—z—k— k] k_lj.

n

3

Therefore, series (3) converges iff series
= : 1 1
D" \(m+1D)* —m"! ky-1———---— —
2" () X:() ~ mj
converges.
Since (m +1)"" —=m""is k —2 orderpolynomial in terms ofm, we get that

lim ((m +1)F - m’”(é (k) -1 —zi,{ ----- Lk] =0,

m—>o0 m

with help of equation (12).
Let (ym)be the sequence defined by
=((m+1)’H —m“Ié”(k)—l—sz ----- Lk]
m

then y >0 and the following is obtained.



Vi = Yo = R+ D —=m* = (m+ )" )[g“(k) -1- Zik ..... ﬁ]

B e eV T et ) N (G ) i et VIO
(m+ 1)k - (k - ym*! (m+1)¥
CmAD —m T —m+ 2) Y+ DF + ((m+2) T~ (m+ 1) - Dm !
- (k= ym* " (m + 1) '
In the final expression, numerator is polynomial with respect to m.

Let’s find higher order knot coefficient of this polynomial.
2k —1,2k — 2 order coefficient is zero. And 2k —3 order coefficient is constant as

2C;  -2°Cl +(k-1)(2-C, - C, ) =k—1.
Therefore we get the following. Im, € N, Vm > m,
om+ 1) = =+ ) o ) (o421 = m+ ) k= >0,
Namely Im, e N,Vm>m,,y, >y, ..

Hence from Leibniz test, series z (-1)" y, converges.
m=1

From the above discussion it is clear that series (3) is converges.

Now we find the sum of series (3).
Theorem 2. Sum of series (3) is as follows.

k-2
(-2 11 [(l -2%]&—1)[(2(1 20, + c;;_l)—z%}“(k)
i=1

+_
2 2k-2 2

19 i+1- —i < j~i i —j j 1 .
+5;[2 =20, + ;(—I)J cila-2-1o,, + C,i{l —Fj}ak—z),
Proof. Let S be the sumof series (3). Then from (13), we have that
1 1 > m _ _ 1 1
S :E{g(k)—lnz—m+mz_‘;(—1) ((m+1)k Lomt ‘Ié(k)—1—2—k ————— —k]]

Using Abel’s summation formula with

a,, :(_1)m((m+1)k—l _mk—ll and b, =§(k)—1—2Lk ..... #’

we get that
3 )" (o nf - mt {z;(k) -1 —2% ————— ﬁj

m=l1

1 1 > A
=limA|(h)—1-——-— n_
e ”(g() 2k (n+1)kJ+z(n+l)k

n=1

where



A= Zﬂ)a" - Zn:(_l)i((i AR )= () ) Zzn‘,(—l)"*li"*1 +1
i=1 i=1

i=2
n+l

_ z(_l)i—lik—l " (i(_l)ilikl ] 1
i=1 i=1

Using the result of lemma 7, we obtain
2m-1

z( 1)11 kl_Zkl 2k2k1 Zkl 2kz 71_2k71mk71+2kmk71

k-1
_ (zm)k—l + ZQi(zm)Hl _ 2k ZQimHl _ (2m)k—l 4 ZZHI (1 _ 2k—i—1 )Q,-ml“
i=0 i=0 i=0
k_z . . .
=(1-Q0)2m) " + Zz’ 1-20, m',

z( 1)11k1 zm - z k-1 le(z )z+1 ZkZQl

i=1 i=1

k—
— Zzl+l(1_2k*l*1)QimH~l — _Qkiz(zm)kfl +Z2l(1_2k*l )Ql;lml
i=0 i=1
Thus it follows that
2n+1 2n
Z( 1)1 -1 k-1 + Z( 1)1 =1 k-1 (2]’1 + 1)1{—1 + 22 (_l)i—lik—l -1
i=1 i=1 i=1

k=2
=@2n+) =2k, ! +22i+1(1—2"‘i)Qi,1nf -1
i=1
— (21{*1 _ 2k Qk72 )nkfl + (2H~1 (1 _ 2](*1 )Ql‘71 + 2[ C]l(71 >1l ,
i=1
2n-1

Aznl—Z( ik 1+Z( DT —1= (120, ,)2m) !

k=2
+(22i+1 (1- 2k—i)Qi_lnz} _

i=1

Now we calculate Q, , .
k-1

Ora= D V(i=k+2 )P, =Py +V(Lk=1)- P,
Jj=k=2
k=2 k-1 k=2 k-1
AT AT gy AT k=D AT
(k=1)! k! (k=1)! 2 k!
_AT M k-t
oG-t 27

where

k-1
V(Lk-1)= Z( D'y, = z k(k D,

1<u;<k-1

Let f{m) be the function defined by



m m m
f(m)=ck_1(k_J+ck_z(k_2J+---+cl(1 ]+CO.
Then, we get

m m m k-1 k-2
f(m)zck_l(k_1J+Ck_2(k_2J+"'+Cl(l J+C0:Ck_1cm +ck—2CWl +"'+CO

D) e(m—k 42 —1)e(m—k+3
_ Cr1 mk71+( Cr—2 _(k_l)(k_z))mk72+...+c
(k—1)! (k- 2)! 2 "

Since f(m) = m*! , it follows that
Cr = (k —1)!,ck72 = %Z(k_z)(k _ 2)'

then

B 1 k!
A f()= Ck—{J T Cpy =Cpy +Ch =5

And it follows that Q, , = %

So with the result,we have that

k-2 k-2
Ay, = Z (2”1 (1-2"M0., +2'ci }’i s Azpr = [Z 271 - 2k_i)Qi—1"iJ -1

i=1 i=1

Now we prove the following.

1 1
lim A, | (k) —1———-— =0.
e ”[’/( T (n+1)k]
For the sake of this following should be validated.
1 1
lim A4,,| (k) —=1—— - =0,
ng{}c Zn[é/( ) 2k (2n+1)k]
lim Ay, | COk)—1—— — L
oo 2771 2k (2n)* ’
It follows from equation (12) that
1 1 1 1
k e .
(k —=1)(2n + 2)*! <¢®) 2k n+1)F ) (k —=1)(2n+ 1!
Accordingly the above can be written as follows.
4y, . 1 1 4y,
<4 F)—1———m < .
(k-D@n+2)F 7" [’/( ) 2k n+1)F ] (k=1)@2n+1)*!

Since 4,,is k-2 order polynomial in terms of n and (2n+2)*",2n+1)*"is k-1 order

polynomial with respect to n, we get
lim #ﬂ - lim #ﬂ -
o (k—1)2n+2)F nom (k—1)(2n + 1)

n n

Therefore,



1 1
hmAn N-1—-——...— — — |=0.
o (’/( Ty @2n+1)*
In the same way, it holds.
1 1
limA,F k)-1—-——--— =0.
n—o 2 1(; 2k (2n)k
Hence it is true that
1 1
lll’l’lAn (k B =0.
n—o (é, ) 2k (I’l-i-l)k
N A
Now we calculate z .
‘= (n+1)

Since A4,1s k-2 order polynomial in terms ofn, the this series converges.
We have

n=1 =1 (21’1)
Therefore
iAZn—l :i fziﬂ(l—zk_i)Q, 1 1
ment S\G o (2n)F
< i+l—k k—i X 1 1
(1=2"0, )~ =576

1 o

k=2
( H—l k(l 2k Z)Qz lé/(k Z)J__é’( )

- w (k=2
Zﬁ:Z[Z@’“a—zkf)Q,.1+zic,g1),11-] !
n=1

ret (21/1 + l)k
— e i+l 1 _ k=i P L BN
_ =l (;(Z (72 enre Ck_l)Zi @rei=h ] n+ Dk
) nzl“ (211 + 1)k Z {( 2k_i )Qi_l ' Cll;_l )jZ(; (_l)i_j Czj (27’1 + 1)1]

0 k=2 k=2 L ) ' - i | | |
"2 (2" +1f [[zz( DTE (2(1 =250, + ¢l )(Zn +1)’ ] * (Z(—l)l (2(1 -2"0,, + Ciy )]J
n=1 =1 j=i 2
k=2 (k=2 N i} 1
Z{Z( DT Cta-24)0,, +ci. J]Z;W

(2n+ 1)k ;(—l)i(z(l ok, + Cli—l)

n=1



k=2( k=2 o ' ' |
= z Ve (2(1 -2")0;  + c,{_l) ((1 —F)g“(k —i)- 1)
+ [Z_:(—l)i (2(1 -2h0,, + Cz’é_l)][(l - zik)é (k)— lj

k=2
[2”1 F1-210,, [Z( yciea-2), , + ¢l 1)]( >]4(k )
i=1 J=
2

=

- [ )i -2)0,, + ¢+ (<1a -2, + ¢l )|

i=l \ j=i
and
k=2 k-2 . .
> C0-20,, + ¢l )+ (=)' (20-2"0,, + L)
i=l \_j=i
k-2 k-2 k-2 k-2

(=D C20-2)0,, + 3 Y (<) €] cmZ( D21~ 2“)Q~+Z( '€

i=1 j=i

i=1 j=i
Ca ulatmg the first and second summations respectively, as we obtain

( nCi2(1- 2% )0, = Z_:ZI: =D ¢/2(1-2"0,,

i=1 i=l j=1

~.
)

T
LS}

( n'2(1- 2'“)Q,IZ( n'-cl = Z(—l)"2(1—2k")Qil((l—l)"—l)

_M

—1)i2(1 -2"0.,,

I’
UN

i
k=2 k-

N

(D =S YT, - Zc ()Y D) =3 LY.

i=1 i=l j=1

J
So it follows that

Z(Z 1) CH20-2)0,, +C/, )+ (D 20 -2)0, + €L, )J _o0.

i=1 \_j=i

Summarizing the above results, we can get

S = %(g(k) ~In2 —iJr ;(—1)“1((;% +D T —m™ (g(k) -1 —2% ----- L"n

m

L P U VP IN S PN N
= 2k_2+2(<1 2D Ra-290, 4 ¢ 2k]4(k>

15 (2””‘(1 2’”)Q11+Z( D Clan- 2’”)Q,1+C11X j}é"(k—l)

i=1

hJ

In a word the result is as follows.



{()-In2 1 1( 1
2 2k-2 2 P

+—|1- 27)2 (_1)[ (2(1 - 2k7,‘ )Qi—l + Cli—l )_ %jg(k)

18 i+1-k (i < j~i i -j j 1 :
+52[2 120, + 3 () Cla-2)0, +C,:_1(1—Fjj§(k—z),
i=1 Jj=i
where
P =%, Vi-ji= (D uu,-u_ 0<i<k-10<j<i,
1+1): 1<uy <up<e--<u;_;<i

k-1
V0,0))=10<t<k-1),0, = ZP/ V(j—i,)),0<i<k-1.
J=i
Our result in the case of k=3, is the same as that of (2).
The result obtained by Mathematica in case k=4 is identical with the above result.
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