## Nanoparticles Reduce Tumors

Another collaborative project from a nanoparticles expert at The University of Texas at Arlington has yielded promising results in the search for more effective, targeted cancer treatments. [33]

Automated radiotherapy planning is a boon for medical physicists and dosimetrists, radiotherapy departments, and patients themselves - according to a team at Cone Health Cancer Center. [32]

Proton CT is proposed as an alternative to $X$-ray CT for acquiring relative stopping power (RSP) maps for use in proton treatment planning. [31]

Since protons were first used to treat hospital cancer patients in the early 1990s, around 100000 people have benefited from this alternative form of radiation therapy. [30]

Researchers have moved closer to the real-time verification of hadron therapy, demonstrating the in vivo accuracy of simulations that predict particle range in the patient. [29]

A biomimetic nanosystem can deliver therapeutic proteins to selectively target cancerous tumors, according to a team of Penn State researchers. [28]

Sunlight is essential for all life, and living organisms have evolved to sense and respond to light. [27]

Using X-ray laser technology, a team led by researchers of the Paul Scherrer Institute PSI has recorded one of the fastest processes in biology. [26]

A Virginia Commonwealth University researcher has developed a procedure for identifying the source of cells present in a forensic biological sample that could change how cell types are identified in samples across numerous industries. [25]

In work at the National Institute of Standards and Technology (NIST) and the University of Maryland in College Park, researchers have devised and demonstrated a new way to measure free energy. [24]

A novel technique developed by researchers at the ARC Centre of Excellence for Nanoscale BioPhotonics (CNBP) will help shine new light on biological questions by
improving the quality and quantity of information that can be extracted in fluorescence microscopy. [23]

Micro-computed tomography or "micro-CT" is X-ray imaging in 3-D, by the same method used in hospital CT (or "CAT") scans, but on a small scale with massively increased resolution. [22]

A new experimental method permits the X-ray analysis of amyloids, a class of large, filamentous biomolecules which are an important hallmark of diseases such as Alzheimer's and Parkinson's. [12]

Thumb through any old science textbook, and you'll likely find RNA described as little more than a means to an end, a kind of molecular scratch paper used to construct the proteins encoded in DNA. [20]

Just like any long polymer chain, DNA tends to form knots. Using technology that allows them to stretch DNA molecules and image the behavior of these knots, MIT researchers have discovered, for the first time, the factors that determine whether a knot moves along the strand or "jams" in place. [19]

Researchers at Delft University of Technology, in collaboration with colleagues at the Autonomous University of Madrid, have created an artificial DNA blueprint for the replication of DNA in a cell-like structure. [18]

An LMU team now reveals the inner workings of a molecular motor made of proteins which packs and unpacks DNA. [17]

Chemist Ivan Huc finds the inspiration for his work in the molecular principles that underlie biological systems. [16]

What makes particles self-assemble into complex biological structures? [15]
Scientists from Moscow State University (MSU) working with an international team of researchers have identified the structure of one of the key regions of telomerase - a socalled "cellular immortality" ribonucleoprotein. [14]

Researchers from Tokyo Metropolitan University used a light-sensitive iridiumpalladium catalyst to make "sequential" polymers, using visible light to change how building blocks are combined into polymer chains. [13]

Researchers have fused living and non-living cells for the first time in a way that allows them to work together, paving the way for new applications. [12]

UZH researchers have discovered a previously unknown way in which proteins interact with one another and cells organize themselves. [11]
Dr Martin Sweatman from the University of Edinburgh's School of Engineering has discovered a simple physical principle that might explain how life started on Earth. [10]
Nearly 75 years ago, Nobel Prize-winning physicist Erwin Schrödinger wondered if the mysterious world of quantum mechanics played a role in biology. A recent finding by Northwestern University's Prem Kumar adds further evidence that the answer might be yes. [9]
A UNSW Australia-led team of researchers has discovered how algae that survive in very low levels of light are able to switch on and off a weird quantum phenomenon that occurs during photosynthesis. [8]

This paper contains the review of quantum entanglement investigations in living systems, and in the quantum mechanically modeled photoactive prebiotic kernel systems. [7]

The human body is a constant flux of thousands of chemical/biological interactions and processes connecting molecules, cells, organs, and fluids, throughout the brain, body, and nervous system. Up until recently it was thought that all these interactions operated in a linear sequence, passing on information much like a runner passing the baton to the next runner. However, the latest findings in quantum biology and biophysics have discovered that there is in fact a tremendous degree of coherence within all living systems.

The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but the Heisenberg Uncertainty Relation, the Wave-Particle Duality and the electron's spin also, building the Bridge between the Classical and Quantum Theories.

The Planck Distribution Law of the electromagnetic oscillators explains the electron/proton mass rate and the Weak and Strong Interactions by the diffraction patterns. The Weak Interaction changes the diffraction patterns by moving the electric charge from one side to the other side of the diffraction pattern, which violates the CP and Time reversal symmetry.
The diffraction patterns and the locality of the self-maintaining electromagnetic potential explains also the Quantum Entanglement, giving it as a natural part of the Relativistic Quantum Theory and making possible to understand the Quantum Biology.
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## Preface

We define our modeled self-assembled supramolecular photoactive centers, composed of one or more sensitizer molecules, precursors of fatty acids and a number of water molecules, as a photoactive prebiotic kernel system. [7]

The human body is a constant flux of thousands of chemical/biological interactions and processes connecting molecules, cells, organs, and fluids, throughout the brain, body, and nervous system. Up until recently it was thought that all these interactions operated in a linear sequence, passing on information much like a runner passing the baton to the next runner. However, the latest findings in quantum biology and biophysics have discovered that there is in fact a tremendous degree of coherence within all living systems. [5]

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are generated or interact in ways such that the quantum state of each particle cannot be described independently - instead, a quantum state may be given for the system as a whole. [4]

I think that we have a simple bridge between the classical and quantum mechanics by understanding the Heisenberg Uncertainty Relations. It makes clear that the particles are not point like but have a dx and dp uncertainty.

## Scientist explores using nanoparticles to reduce size of deep-seated tumors

Another collaborative project from a nanoparticles expert at The University of Texas at Arlington has yielded promising results in the search for more effective, targeted cancer treatments.

Wei Chen, in collaboration with colleagues from the University of Rhode Island and Brown University, recently published a new paper in the Proceedings of the National Academy of Sciences journal. The team investigated the use of X-rays and copper-cysteamine (Cu-Cy) nanoparticleS to treat deep-seated tumors, resulting in statistically significant reduction in tumor size.

The project continues Chen's work developing photosensitizer nanoparticles for use in photodynamic therapy, a promising cancer treatment method that activates reactive oxygen species to kill cancer cells without damaging the healthy cells around them. Reactive oxygen species, a natural byproduct of the body's metabolism of oxygen, help kill toxins in the body but can also be harmful to cells if they reach critical levels.
"Traditional nanoparticles used for photodynamic therapy can only be activated by light that is not highly penetrating, meaning we're limited with how deep we can go to target tumors," said Chen, a UTA physics professor. "Cu-Cy is unique among other nanoparticles we've investigated because it can be activated by radiation, which can penetrate far deeper and reach tumors throughout the body."

The paper is the result of an ongoing collaboration between Chen and Michael Antosh, assistant professor of physics and medical physics program director at the University of Rhode Island.
"Building on Wei's expertise in this important research area, my lab focused on the experiments testing the effect of the nanoparticles on tumor size after radiation therapy," Antosh said. "With the help of expert analysis by Jing Wu , assistance professor of statistics at the University of Rhode Island, we have enough data to draw reliable conclusions for the first time that radiation and $\mathrm{Cu}-\mathrm{Cy}$ nanoparticles act as an effective cancer treatment."

The discovery builds upon another paper by Chen that describes how nanoparticles can be activated effectively by microwaves for cancer cell destruction.
"We continue to pursue multiple combinations within photodynamic therapy," Chen said. "Each new discovery represents potential new avenues for treating cancer patients, because we can leave their healthy cells virtually unaffected."

Ten scientists served as authors on this paper, representing an inter-institutional, multidisciplinary effort encompassing physics, statistics and health science. Included on the team is Leon Cooper, a Nobel Prize laureate from Brown University.

Proceedings of the National Academy of Sciences is the official journal of the National Academy of Sciences, the foremost authority in the U.S. on original research and impactful scientific discoveries.
"It is an honor to have our work highlighted in this important publication," Chen said. "This collaborative group has great synergy, and we are grateful that this is evidenced by the results of this study."

Alex Weiss, chair of UTA's physics department, said Chen's latest study demonstrates his commitment to discovering more effective cancer treatments.
"He reaches across disciplines and to other institutions in order to fortify his research and maximize impact," Weiss said. "We are grateful and proud to have Dr. Chen represent UTA in this important field of research on national and international scales."

This is the second paper Antosh and Chen have written together, with several more expected to come. Chen is an official collaborator on a new grant Antosh has received to further investigate the Cu-Cy particles.
"The overall goal is to someday use these nanoparticles during radiation therapy
in cancer patients," Antosh said. "The next step is to investigate some clinically important variables in order to adapt the methods from this pilot study to what happens in treatments in clinical settings." [33]

## Automated radiotherapy planning benefits clinicians and patients

Automated radiotherapy planning is a boon for medical physicists and dosimetrists, radiotherapy departments, and patients themselves - according to a team at Cone Health Cancer
Center. A customized, automated planning model can reduce the preparation time of a patient's treatment plan, decrease plan variation and improve healthy tissue sparing compared with manual planning.

Since 2015, dosimetrists and medical physicists at this community cancer treatment centre have used Varian's RapidPlan, a commercial knowledge-based planning predictive model that generates estimated dose-volume histograms (DVHs) based on previous patient anatomy and dose distributions for use in the Eclipse treatment planning system. The team has now demonstrated that using RapidPlan with a customized automated planning model to develop volumetric-modulated arc therapy (VMAT) plans for prostate cancer patients reduced the average planning time from two hours down to 20 minutes.

With the exception of the maximum dose to the target, all planning target volume (PTV) metrics were dosimetrically similar between auto-generated plans and manual plans. Most importantly for patients, auto-generated plans conferred significantly improved rectal sparing (J. Appl. Clin. Med. Phys.10.1002/acm2.12674).
"The creation of VMAT plans is still an intricate and time-consuming process due to complexity of treatment, anatomical deviation and level of planner expertise," write the authors.

The planning software is based on shared knowledge representing clinical practice in leading treatment facilities. It takes into account each patient's anatomy and planning goals, adjusts the estimated DVH, and provides optimization objectives based on treatment criteria for each individual
patient. The software calculates acceptable clinical trade-offs for target coverage and dose to organs-at-risk (OARs).

Customized models can be created from the baseline models. Medical dosimetrist and lead author Christopher Amaloo took approximately a week to develop an effective RapidPlan model that uses plans from previously treated patients. This model was then applied with a totally automated system customized to the radiation oncology department's protocols using Varian's Eclipse Scripting Application Programming Interface (ESAPI), developed by medical physicist Lane Hayes.


Lane Hayes
"The Eclipse Scripting API is basically a set of programming tools that directly replace button clicks a person would perform in the Eclipse planning system," Hayes told Physics World. "we developed and tested a logical framework over a several week period so that it would emulate the decision-making process of a planner setting up a new prostate treatment plan. Then a customized

RapidPlan model is applied automatically at the end of the process to generate a patient's customized treatment plan that is clinically acceptable."

This model has been in use for one year to treat an estimated 100 prostate cancer patients with VMAT. "The combination of RapidPlan and ESAPI linked the plan creation to optimization through final calculation in a way that is more valuable and practically beneficial for our treatment planners," explains Hayes. "While using the predictive model alone was comparable to manual treatment planning, the combination saves a tremendous amount of time for our planners."

## Plan comparisons

For their study, the researchers created manual and auto-generated VMAT plans for 20 prostate cancer patients prescribed 78 Gy in 40 fractions. For all patients, both plans met departmental guidelines for OAR sparing and minimal target coverage.

A team of eight dosimetrists, medical physicists and radiation oncologists independently blindreviewed and compared each of the 20 paired test cases to determine suitability of the plans. For each case, they selected a preferred plan. For 18 of 20 cases, the majority of reviewers preferred the auto-generated plans or had no preference.

The auto-generated plans increased sparing within the rectal volume, while the manual plans reduced the bladder maximum dose, though neither plan provided consistently improved results. "While sparing of all OARs is important, the relative value of the bladder increase compared to the rectal sparing is regarded as an acceptable compromise," the authors write.

The researchers note that the automated planning process, consisting of simple data entry and a singular button click, transforms an arduous manual process to one that is essentially resource-free. The automated approach reduces active planning time to under five minutes on average and the total planning time to 20 minutes, including optimization and calculation time.
"From a physician's perspective, we have gained high reliability of plan quality, independent of the specific planner. This is helpful when team members have shifted coverage and roles," says Hayes. "From the perspective of a medical physicist, these plans are more compliant with guidelines and naming conventions, and are typically completed with more lead time regarding the first treatment."

Although the radiation oncology department has not changed staffing size, the time savings have helped shift the dosimetry team's focus to more challenging and unique cases. For a busy community cancer treatment centre, this auto-generated planning model for VMAT has become invaluable. [32]

Proton CT or dual-energy X-ray CT: which wins out for proton planning? Proton CT is proposed as an alternative to X -ray CT for acquiring relative stopping power (RSP) maps for use in proton treatment planning. In parallel, researchers have shown that dualenergy X-ray CT (DECT) improves RSP calculation accuracy over conventional single-energy Xray CT. A team headed up at LMU Munich, working with partners in the pCT collaboration, has now
performed the first direct experimental comparison of the two modalities (Phys. Med.

## Biol.10.1088/1361-6560/ab2b72).

"The evolution of DECT is already improving RSP accuracy clinically at some institutions," says cosenior author Guillaume Landry. "Nevertheless, exploring alternative methods of RSP estimation is important to ensure continued improvement of treatment conformality. As a complete solution to the range uncertainty problem, pCT improves treatment planning and provides low-dose pre-treatment verification that's not susceptible to metal artefacts. This may make it the preferred solution in the long run."

The international team compared a phase II preclinical pCT prototype scanner at the Northwestern Medicine Chicago Proton Center with a state-of-the-art diagnostic DECT system. To assess RSP accuracy, they used both systems to image phantoms containing tissue-mimicking inserts of known RSP. They also used Geant4 Monte Carlo code to perform realistic and idealized pCT detector simulations.


Reconstructed relative stopping power images from experimental pCT (left column) and measured DECT (centre column) data. The right column illustrates the phantoms with insert materials labelled.

In the experimental pCT scans, the measured RSP accuracy was better than $1 \%$ for all inserts except three (polymethylpentene, Delrin and Teflon inserts, with errors of $1.08 \%,-1.16 \%$ and $-1.31 \%$, respectively). In DECT scans, only cortical bone and Teflon inserts had errors above $1 \%(1.17 \%$ and $2.38 \%$, respectively). The mean absolute percent error (MAPE) in RSP over all 13 inserts was $0.55 \%$ for the prototype pCT scanner and $0.67 \%$ for DECT. Excluding the Teflon insert, these values reduced to $0.49 \%$ and $0.53 \%$, respectively.

In realistic full-detector pCT simulations, the three central inserts had errors greater than 1\%, attributed to simplified modelling of gaps between proton tracker modules in the scanner as air. The

MAPE was $0.69 \%$, reducing to $0.50 \%$ without the central inserts, thus agreeing with the measurements. In ideal pCT simulations (where the proton's exact position, direction and energy were scored), the RSP MAPE was $0.17 \%$.

While the researchers did not explore the imaging dose limits of DECT in this study, they expect that pCT will enable volumetric RSP imaging at much lower absorbed (and likely also biologically effective) dose than DECT. "This difference in dose could prove crucial in cases of frequent volumetric isocentric imaging for patient alignment and treatment (re)planning," notes co-senior author Katia Parodi.

## Assessing the artefacts

The experimental and realistically simulated pCT images contained ring artefacts that degraded the RSP MAPE compared with the ideal pCT simulation. In experimental scans, the strongest ring artefacts exceeded $2 \%$ in RSP and appeared mostly as RSP overestimation. In the realistic simulations, artefacts reached up to $2 \%$ and were mostly RSP underestimation.


Reconstructed pCT images. The left column contains images reconstructed from experimental data, the centre column from realistic simulations and the right column from ideal simulations.

The researchers suggest that ring artefacts appear when protons traverse regions with higher errors in WEPL. These low-accuracy WEPLs arise from inaccuracies in the energy-to-WEPL calibration curve, due to interpolation between different stages of the energy detector, as well as interplay between the energy detector, the beam and the calibration phantom.
"We replaced the original calibration step phantom by a wedge, which reduced the ring artefacts to generally less than $1 \%$ of the underlying RSP value," says co-senior author Reinhard Schulte.
"The ideal solution would be to avoid stage interfaces and cover the imaging field with a scanned pencil beam that, depending on knowledge of the phantom thickness from prior imaging data, would adjust the beam energy so that the beam always stops in a single state (energy-modulated proton CT ). This solution is currently being explored."

The realistically simulated pCT images showed a dark (lower RSP) artefact at the centre of a water phantom placed at the isocentre. This artefact, stemming from the exaggerated tracker gap modelling with respect to the experimental setup, was stationary when the water phantom was moved. When the simulation modelled silicon in the tracker gaps instead of air, the dark spot almost disappeared.

The researchers conclude that this direct comparison of RSP accuracy demonstrates the competitive performance of the pCT prototype compared with a state-of-the-art DECT scanner in phantoms. Next, they plan to move on to more realistic tissue samples.
"Our final goal is to push this technology into the clinic, by combining hardware and software improvements of the imaging system with our recent proposal of fluence-modulated imaging, which could open further opportunities for dose reduction," says lead author George Dedes. "Our ideal simulations suggest that subsequent pCT development cycles have promise to surpass what is currently achievable with latest generation DECT scanners." [31]

## Proton therapy goes slimline

Since protons were first used to treat hospital cancer patients in the early 1990s, around 100000 people have benefited from this alternative form of radiation therapy. While the X-rays used in conventional radiotherapy fully penetrate a patient and dump their maximum dose just after entering the body, protons deposit their biggest dose at a specific, energy-dependent depth and travel no further. This characteristic "Bragg peak" allows protons' energy to be concentrated at the location of a tumour, so inflicting maximum damage to cancerous tissue while sparing surrounding cells.

These virtues, however, come at a price. Conventional radiotherapy generally involves accelerating electrons in a linear accelerator (linac) and colliding them with a tungsten target to generate X-rays. The apparatus, which is roughly 2 m long, is incorporated into a rotating gantry that allows X-rays to enter a patient's body from a range of angles. But protons are much heavier than electrons, and require larger accelerators that generally serve multiple treatment rooms with 10 m -diameter gantries.

The greater size means that proton treatments typically cost about twice as much as those using Xrays. So while the therapy is becoming more popular - new treatment centres being built across Asia, Europe and the US, many of which are due to start up in the next year or two, will double the roughly 70 operating today - they are still only used in about $1 \%$ of all radiotherapy treatments. As such, says Bill Hansen, a marketing director at Varian Medical Systems in Palo Alto, California, many manufacturers of proton-therapy facilities are "struggling" to make a profit.

Developing more compact systems could change the economics of proton therapy for the better. Rather than having a large accelerator supply multiple rooms, the idea is to use a relatively small
accelerator to serve a single room - so reducing civil engineering, component and maintenance costs. "Existing systems are large, expensive and very complex," says Hansen. "Either the reimbursement for treating each patient has to be higher or the cost of treatment has to come down."

## Less is more

The workhorse of most proton-therapy centres is the cyclotron. This device consists of a pair of very powerful circular magnets placed above and below two semicircular electrodes with a gap between them. Protons emerging from an ion source in the centre of the device are forced to follow a spiral trajectory by the magnetic fields and gain a boost in speed at each turn as they cross the gap, thanks to an oscillating electric field. When the particles reach the edge of the magnetic field they leave the device with a very high energy - typically up to 250 MeV .

One way of reducing the cost of a cyclotron is to make the magnets with superconducting copper coils rather than ordinary ones. This means that cyclotrons can generate much greater magnetic fields and so bend the paths of the accelerating protons more tightly. Although the magnets themselves may be more expensive, boosting the field reduces the size of the cyclotron needed to generate protons of a given energy, thus lowering the total cost considerably.

The Belgian firm Ion Beam Applications (IBA), the world's largest producer of proton-therapy systems, has adopted this approach, using superconducting technology to reduce the diameter of its accelerators from 4.3 to 2.5 m and to slash their weight from 200 to 45 tonnes. IBA chief research officer Yves Jongen says that, in principle, superconducting magnets could also be used to guide protons along the beamline, which runs from the accelerator up and over the gantry to the point of treatment. However, because the proton beam is scanned back and forth across the tumour during therapy, the magnetic field in the beamline needs to vary rapidly. This, he observes, removes some of the advantage of superconducting magnets: while superconductors incur no energy loss for a DC current, they do for an AC one.

As such, he says, IBA decided to use ordinary resistive magnets for the beamline, and to instead shrink the gantry (from 10 m to 7 m ) by changing how the beam is scanned. To obtain the desired beam shape, the proton beam needs to be scanned at some distance from the patient, and in previous systems this scanning took place after the last of the bending magnets in the gantry. The new system instead scans the beam before it passes through the last magnet, making it possible to bring the magnets closer. As Jongen explains, this modification required 3D computer modelling to establish exactly what shape of magnetic field would be needed to bend the moving beam.


Overcoming resistance: Ion Beam Applications uses superconductors to make smaller, lighter systems. (Courtesy: IBA Group)

IBA completed its new design in 2012, and Jongen says that after testing it, the company has since installed 10 such systems, including five that are now treating patients. While the company's largescale facility costs between $€ 40 \mathrm{~m}$ and $€ 60 \mathrm{~m}$, depending on the number of treatment rooms, the new system instead comes in at slightly below $€ 20 \mathrm{~m}$. This means that one-room systems cost "slightly more" per room, but one room can still treat more than 300 patients a year - which is, he says, enough for most hospitals.

Another approach to reducing system size is to mount the accelerator directly onto the gantry. This strategy has enabled a Massachusetts-based company, Mevion Medical Systems, to develop a synchrocyclotron measuring 1.8 m across and weighing just 20 tonnes. Mevion's first compact device has been operating since 2010, and it has since been updated to include a pencil-beam scanning system that allows protons to be delivered more quickly and more precisely, according to a company press release. However, placing an accelerator directly on the gantry comes with a couple of downsides. For one thing, the gantry can't turn 360 degrees. According to Jongen, it also means that patients are exposed to more neutrons than they would be otherwise. These neutrons, generated when fast protons are lost in the device, irradiate healthy organs outside the tumour target.

## On the straight and narrow

In the quest to improve the economics of proton therapy, however, not all companies are solely focused on size. Hansen at Varian says that his company is working to reduce the size of its gantries by making the beamline magnets both lighter and more powerful, possibly using superconductors.

But a more important factor for them, he explains, is to boost power - in other words, to increase the dose rate of high-energy protons impinging on the tumour.

Hansen points out that patients must hold their breath during therapy on certain organs, particularly their lungs, to avoid the tumour moving in and out of the proton beam. Delivering the required dose as quickly as possible therefore limits the amount of time the patient needs to hold their breath, particularly if the tumour is big. This is less of a problem in traditional radiotherapy, given that X-rays do not target specific organs so precisely and therefore cause less variation in the received dose if the organ moves. In proton therapy, though, Hansen believes that a higher dose rate will improve results and therefore reduce the number of treatment sessions that are needed - lowering costs in the process. "That is really going to be the solution to the industry problem," he maintains.

The problem Hansen refers to has been caused in part by doubts from health authorities and insurance companies about whether proton therapy really is superior to conventional radiotherapy. Harald Paganetti, director of physics research at the Massachusetts General Hospital in the US, says protons are definitely better in some cases - such as children with brain cancer, who can suffer a drop in IQ if healthy tissue is irradiated. But otherwise, he explains, it is often unclear whether dumping less energy outside the tumour translates into a clinical gain. In his 2017 ebook Proton Beam Therapy (from IOP Publishing, which also publishes Physics World), Paganetti observed that "we often do not know the importance of low dose radiation with respect to serious toxicities", and Jongen adds that medical evidence on such topics is often slow to accumulate. "If you treat someone for cancer you have to follow them for five years to prove that you have effectively got rid of the tumour," he says. "And then to have good statistics with a decent number of patients takes time".

Undeterred, one British company is developing a novel system designed both to cut the costs and to improve the performance of proton therapy. So far, all proton-therapy systems have relied on circular accelerators - also including synchrotrons, which have been developed by Japanese multinational Hitachi. In contrast, Jonathan Farr, director of medical physics at London-based Advanced Oncotherapy, explains that his company plans to ramp up proton speeds using a linac.

In order to scan a tumour by reducing the depth of the Bragg peak in steps, proton energy must be varied rapidly. In a cyclotron, where protons are emitted with a fixed, maximum energy, this is done by placing lightweight absorbers of varying thickness in the beam path. A linac, in contrast, consists of a series of accelerating modules that can be individually switched on or off - a purely electronic process that Farr says in future could be carried out at up to 200 times a second. At that speed, he says, even lung tumours could be irradiated without requiring patients to hold their breath. Farr also argues that the modular nature of the accelerator means it should be cheaper to manufacture, assemble and maintain. Plus, he claims, the device should in future generate narrower beams than those from circular accelerators - yielding a radius of less than a millimetre, as opposed to 3 or 4 mm - allowing tumours to be more accurately targeted.

The technology behind Advanced Oncology's Linac for Image Guided Hadron Therapy (LIGHT) was developed at the CERN particle physics laboratory in Geneva, Switzerland, and it relies on the world's highest frequency RF quadrupole to initially accelerate protons in a very short space and therefore at low cost. In 2019 a prototype device will be moved from CERN to a thick-walled bunker at the

Daresbury Laboratory in the UK for full-energy testing. The plan then is to start treating patients in a specially designed facility under an existing town house in Harley Street, central London, in 2020.

Farr says testing the machine "is going as expected" but admits that he and his colleagues still face some fairly stiff challenges, particularly when it comes to putting the components together on site which must be done with millimetre precision over a distance of 24 m . "It is engineering. It is not science," he says. "We don't have to discover anything new, we just have to do the work. But we have to do that at a tight level."

Farr believes that technical success will lead to commercial interest. Although he won't put hard numbers on it, he is confident that the linac technology can "significantly reduce the entire project cost" for proton therapy. "Everybody in proton therapy is chasing the goal to get it down close to the cost of traditional treatment," he says. "We may not get to that, but we hope to get close." [30]

## Simulated PET scans verify proton therapy delivery

Researchers have moved closer to the real-time verification of hadron therapy, demonstrating the in VIVO accuracy of simulations that predict particle range in the patient. The new Monte Carlo tool is a key component of a system that measures particle range during treatment and compares it with the predictions.

Housed in the synchrotron facility at the National Centre of Oncological Hadrontherapy ( $\underline{\mathrm{CNAO}}$ ) in Pavia, the INSIDE system is being developed by an Italian collaboration (See INSIDE in-beam PET monitors proton range). It combines a PET scanner that maps positron emitters generated during irradiation and Dose Profiler, a new tracking detector that detects signals from secondary charged particles produced by heavy ion beams.

In their latest study, the researchers used their simulation tool in the first analysis of in VIVO PET data, acquired from a single patient in December 2016 (Physica Medica
10.1016/i.ejmp.2018.05.002).

By monitoring particle range during treatment, clinics can identify when changes in anatomy produce unacceptable deviations from a patient's planned treatment. For example, tumours may shrink as they respond to treatment, while specific anatomy such as the paranasal sinuses can contain air or higher density mucous. Armed with such information, clinicians can better exploit the sharp dose gradients that protons and heavy ions provide to target the tumour and spare healthy tissue.
"An accurate Monte Carlo prediction combined with precision imaging would allow the physician to verify the accuracy of the treatment on a daily basis," said joint first author Elisa Fiorina of the National Institute for Nuclear Physics (INFN) in Turin. In the longer term, the INSIDE technology could potentially be applied for adaptive particle therapy, where treatments are modified for changes in patient anatomy.

The simulation tool generates 4D PET scans using the treatment plan parameters, such as beam energies and spot positions. The patient's geometry and composition is provided by the CT scan acquired for treatment planning. Based on these data, the tool predicts the propagation of therapeutic particles in the patient and subsequent generation and annihilation of positron-emitting isotopes. The resulting gamma rays are used to construct the PET scan. The tool incorporates models of the beamline at CNAO, the spatial and temporal characteristics of the treatment beam, as well as the geometry and composition of the INSIDE system.

## Preliminary study

The researchers acquired PET scans during two proton therapy fractions of a 56 -year-old patient with carcinoma of the lacrimal gland. Data were acquired over the entire irradiation of one two fields. Images were updated every 10 s , enabling a visual, qualitative comparison between the measured and simulated data during treatment.

In a comparison with the prescribed treatment plan, dose distributions derived from the simulation proved accurate. Gamma tests demonstrated $91 \%$ of voxels agreed to within $3 \%$ or 3 mm and $98 \%$ of voxels to within 5\% or 5 mm .


Comparison of prescribed dose distributions calculated by the treatment planning system with dose predicted by the INSIDE Monte Carlo tool. (Courtesy: E Fiorina et al Physica
Medica10.1016/i.ejmp.2018.05.002 ©2018, Associazione Italiana di Fisica Medica)
Particle range in the predicted and measured PET images was quantified using iso-activity surfaces corresponding to $10 \%$ of the maximum voxel intensity in the scans. The researchers demonstrated that the average distance between the surfaces in the two images was less than 1 mm . The analysis was carried out off-line, but the authors envisage that a real-time implementation will be straightforward, enabling a quantitative analysis while the patient is still being irradiated.
"These first in VIVO measurements demonstrate that the developed Monte Carlo simulation tool ... is accurate enough to be used as a reference in the PET image analysis," said Fiorina.

Based on their findings, the researchers are beginning clinical trials later this year, in which the INSIDE system will incorporate a more precise detector positioning system. The trials will include more
rigorous tests of the system's accuracy, including that of the Dose Profiler, using a cohort of around 40 patients. The researchers will also investigate how well the system integrates into routine clinical workflow and potential clinical compliance limits in particle range. The cohort will include individuals with cancers known to respond early to treatment, the group set to benefit most from monitoring. [29]

## Camouflaged nanoparticles used to deliver killer protein to cancer

A biomimetic nanosystem can deliver therapeutic proteins to selectively target cancerous tumors, according to a team of Penn State researchers.

Using a protein toxin called gelonin from a plant found in the Himalayan mountains, the researchers caged the proteins in self-assembled metal-organic framework (MOF) nanoparticles to protect them from the body's immune system. To enhance the longevity of the drug in the bloodstream and to selectively target the tumor, the team cloaked the MOF in a coating made from cells from the tumor itself.

Blood is a hostile environment for drug delivery. The body's immune system attacks alien molecules or else flushes them out of the body through the spleen or liver. But cells, including cancer cells, release small particles called extracellular vesicles that communicate with other cells in the body and send a "don't eat me" signal to the immune system.
"We designed a strategy to take advantage of the extracellular vesicles derived from tumor cells," said Siyang Zheng, associate professor of biomedical and electrical engineering at Penn State. "We remove 99 percent of the contents of these extracellular vesicles and then use the membrane to wrap our metal-organic framework nanoparticles. If we can get our extracellular vesicles from the patient, through biopsy or surgery, then the nanoparticles will seek out the tumor through a process called homotypic targeting."

Gong Cheng, lead author on a new paper describing the team's work and a former postdoctoral scholar in Zheng's group now at Harvard, said, "MOF is a class of crystalline materials assembled by metal nodes and organic linkers. In our design, self-assembly of MOF nanoparticles and encapsulation of proteins are achieved simultaneously through a one-pot approach in aqueous environment. The enriched metal affinity sites on MOF surfaces act like the buttonhook, so the extracellular vesicle membrane can be easily buckled on the MOF nanoparticles. Our biomimetic strategy makes the synthetic nanoparticles look like extracellular vesicles, but they have the desired cargo inside."

The nanoparticle system circulates in the bloodstream until it finds the tumor and locks on to the cell membrane. The cancer cell ingests the nanoparticle in a process called endocytosis. Once inside the cell, the higher acidity of the cancer cell's intracellular transport vesicles causes the metal-organic framework nanoparticles to break apart and release the toxic protein into cytosol and kill the cell.
"Our metal-organic framework has very high loading capacity, so we don't need to use a lot of the particles and that keeps the general toxicity low," Zheng said.

The researchers studied the effectiveness of the nanosystem and its toxicity in a small animal model and reported their findings in a cover article in the Journal of the American Chemical Society.

The researchers believe their nanosystem provides a tool for the targeted delivery of other proteins that require cloaking from the immune system. Penn State has applied for patent protection for the technology. [28]

## New technique that shows how a protein 'light switch' works may enhance biological research

Sunlight is essential for all life, and living organisms have evolved to sense and respond to light. Dronpa is a protein "light switch" that can be turned on and off by light. A team of scientists led by Peter Tonge, a Professor in the Department of Chemistry at Stony Brook University, has discovered a way to use infrared spectroscopy to determine for the first time structure changes that occur in Dronpa during the transition from the dark (off) state to the light (on) state. Their findings are reported in a paper published early online in Nature Chemistry.

According to Tonge, the technique and their findings will help the researchers understand how this "light switch" works and enable them to redesign Dronpa for applications in biology and medicine.
"A key challenge in understanding how the switch works in Dronpa is to determine how the initial interaction of light-which happens very, very fast - in less than one quadrillionth of a second changes the dynamics and ultimately turns the switch on in a process that occurs millions of times more slowly.

In our work we used an instrument that can look at the vibrations of Dronpa over many decades of time so that we could visualize the entire activation process in one experiment," he explained. [27]

## Biological light sensor filmed in action

Using X-ray laser technology, a team led by researchers of the Paul Scherrer Institute PSI has recorded one of the fastest processes in biology. In doing so, they produced a molecular movie that reveals how the light sensor retinal is activated in a protein molecule. Such reactions occur in numerous organisms that use the information or energy content of light - they enable certain bacteria to produce energy through photosynthesis, initiate the process of vision in humans and animals, and regulate adaptations to the circadian rhythm. The movie shows for the first time how a protein efficiently controls the reaction of the embedded light sensor. The images, now published in the journal Science, were captured at the free-electron X-ray laser LCLS at Stanford University in California. Further investigations are planned at SwissFEL, the new free-electron X-ray laser at PSI. Besides the scientists from Switzerland, researchers from Japan, the USA, Germany, Israel, and Sweden took part in this study.

The molecule retinal is a form of vitamin A and is of central importance to humans, animals, certain algae, and many bacteria. In the retina of the human eye, retinal triggers the process of vision when it changes its shape under the influence of light. In a similar form, certain bacteria also use this reaction to pump protons or ions through the cell membrane. Light energy can be stored in this way, as in the reservoir of an alpine hydropower plant, so that it is available on demand as biological fuel. To ensure efficient utilisation of light, the retinal molecule is embedded in proteins that play a critical role in regulating the process. The protein-regulated reaction of retinal is one of the fastest biological processes and occurs within 500 femtoseconds (a femtosecond is one-millionth of one-billionth of a second). That is roughly a trillion times faster than the blink of an eye, says Jörg Standfuss, who heads the group for time-resolved crystallography in the Division of Biology and Chemistry at PSI. What happens in the process on the atomic level has now been captured for the first time by PSI researchers, in 20 snapshots that they have assembled into a molecular movie. No one has previously measured a retinal protein at such high speed and with such precision. It's a world record, says Jörg Standfuss, who led the study.

The researchers studied the protein bacteriorhodopsin, which is found in simple microbes. When the retinal molecule embedded in the bacteriorhodopsin traps a light particle, it changes its original elongated shape into a curving form, like when a cat arches its back, explains the PSI researcher. Such changes can also be observed when retinal is examined in a solution without protein. There, though, different reactions, which are also less productive, take place. Proteins are like factories in which chemical reactions run especially efficiently, Jörg Standfuss explains. We wanted to look at how this interplay between the protein and the molecule functions.

In serial crystallography, crystals are injected into an X-ray beam. When the beam and the crystal meet, rays of light are diffracted. The diffracted light rays are recorded by a detector. From the light patterns that many identical crystals produce ...more

## A surprising observation

The researchers discovered that water molecules in the vicinity of the retinal play a critical role. They were able to observe how the water molecules moved aside and made room for the retinal molecule to do its cat-arching-its-back move - in the technical jargon, a trans-cis isomerisation. This detail, which no one had seen before, surprised Jörg Standfuss, as he explains with the help of the cat analogy: You expect that a cat might arch its back to scare another one away. But here the second cat runs away even before the first has arched its back. Computer simulations confirm the measurements, which could be explained by ultrafast quantum processes.

Besides the retinal reaction, the researchers were also able to detect protein quakes that had been predicted by theory. The arching of the cat's back does not require the entire energy of the light that falls on the protein. Excess energy is released, evidently, not in the form of heat but rather in vibrations of the protein.

The film shows the transition between the main states of retinal within the first picoseconds after activation in the binding pocket of the bacteriorhodopsin. Credit: Paul Scherrer Institute/Przemyslaw Nogly and Tobias Weinert

## New measurements planned at SwissFEL

For their images, the PSI researchers traveled to California, to the free-electron X-ray laser LCLS at Stanford University. In the future, they will be able to realise such films right at PSI with the newly commissioned facility SwissFEL. For such studies, the sample is illuminated with extremely short and intense flashes of laser-quality X-ray light. The X-ray beams are diverted in different directions by the sample and generate diffraction patterns from which the original structure can be calculated.

As samples, the researchers use tiny crystals in which the bacteriorhodopsin is densely packed in an ordered state. The light sensor in the bacteriorhodopsin is excited by a short pulse from an optical laser. Afterwards, the X-ray flash hits the crystal and lights up the scene. The time between the optical signal and the X-ray flash determines how far the reaction will have progressed. Individual snapshots taken at different points in time can be spliced together into a movie.

After studying bacteriorhodopsin, the PSI researchers want to use SwissFEL to investigate the retinal in rhodopsin in our eyes. Similar retinal proteins can also be artificially incorporated into nerve cells, so it becomes possible to selectively activate nerve cells with light and study their function. With these retinal proteins, one can activate any region in the brain with the help of light, says Jörg Standfuss, explaining the goal of the new field called optogenetics. Measurements with SwissFEL are expected to contribute to the improvement of optogenetics applications. [26]

## Breakthrough in cell imaging could have major impact in crime labs

A Virginia Commonwealth University researcher has developed a procedure for identifying the source of cells present in a forensic biological sample that could change how cell types are identified in samples across numerous industries.

Many traditional techniques for distinguishing between saliva, blood, skin or vaginal tissue in an evidence sample are based on microchemical reactions that can be prone to false-positive or falsenegative results, according to the researcher, Christopher Ehrhardt, Ph.D., an associate professor in the Department of Forensic Science in the College of Humanities and Sciences. Additionally, they may be difficult to use on aged or heavily degraded samples.
"The information is often limited," Ehrhardt said. "And when using conventional methods, you have to be prepared to consume part of the sample in most cases, which decreases the value of it."

Ehrhardt's procedure aims to change that. He begins by taking microscopic images of the individual cells using a benchtop microscope or a flow cytometer-a device used in cell biology that photographs individual cells encased within drops of water. Ehrhardt then makes measurements that capture size, shape and fluorescent properties of the cells. Those measurements are then analyzed using machine learning algorithms-in this case computer software programmed to recognize characteristics of the images-to correlate them with cell type.
"This new procedure can be used to identify different cell types in a sample as well as potentially indicate some attributes of the individuals who deposited the cells, like age, sex and so forth,"

Ehrhardt said. "And the best part is that the procedure is nondestructive. After imaging, the cells can be used to generate a DNA profile. This is really important since many samples are very little biological material, so the more information you can get without consuming the sample, the better."


Ehrhardt's process begins by taking microscopic images of the individual cells using a benchtop microscope or a flow cytometer - a device used in cell biology that photographs individual cells encased within drops of water. Credit: Kevin Morley, University Relations

Brent Fagg, technology manager with VCU Innovation Gateway, said forensic laboratories could use this new procedure to improve the efficiency of their testing.
"Traditional forensic testing methods are time-consuming, destructive to samples, and unable to determine the abundance of cell types in a sample," he said. "Using our new procedure, labs will be able to analyze aged or degraded samples in a quick and nondestructive manner-and with much better results."

Fagg said forensic analysis is just one possible application for this new procedure. It also could be used in areas such as pharmaceutical and health care, and even to monitor exposure to disease.
"There are a number of industries that could benefit from this new cell type identification procedure," he said. "And adopting this technique couldn't be easier, as it uses lab equipment common in biology laboratories."

The procedure was described in a study, "Rapid differentiation of epithelial cell types in aged biological samples using autofluorescence and morphological signatures," that was published May 18 in the journal PLOS One. [25]

## A new way to measure energy in microscopic machines

What drives cells to live and engines to move? It all comes down to a quantity that scientists call "free energy," essentially the energy that can be extracted from any system to perform useful work. Without this available energy, a living organism would eventually die and a machine would lie idle.

In work at the National Institute of Standards and Technology (NIST) and the University of Maryland in College Park, researchers have devised and demonstrated a new way to measure free energy. By using microscopy to track and analyze the fluctuating motion or configuration of single molecules or other small objects, the new method can be applied to a greater variety of microscopic and nanoscopic systems than previous techniques.
"Scientists have relied on free energy to understand complex systems since the development of steam engines. This concept will continue to be just as fundamental as we engineer and design proteins and other single-molecule systems," noted NIST's David Ross, first author of a new paper on this work in Nature Physics. "But the measurements are much harder for those small systems-so approaches like the new one we describe will be of fundamental importance," he added.

By measuring changes in free energy as a system moves or alters its internal structure, scientists can predict certain aspects of how a living system will behave or how a machine will operate-without the impossible task of keeping track of the comings and goings of all the atoms and molecules that make up the system.

An everyday example of free energy is in the internal combustion engine of an automobile, with a total energy equal to the energy of its motion plus the heat it generates. Subtracting the heat energy, which dissipates from the system, leaves the free energy.

In one method, scientists use a microscopic force sensor to pull on a protein or DNA molecule, which can behave as a miniature spring when stretched or compressed, to measure changes in force and position as a system relaxes and releases energy. However, the attachment of the force sensor can disturb the microscopic system and cannot be used to measure changes in free energy that do not involve a straightforward change in position.

The new method, which can use optical microscopy to track the motion or configuration of small systems, determines free energies without the attachment to a force sensor. The new analysis could prove a powerful way to peer into the inner workings of a broad variety of microscopic systems,
including living systems such as viruses or cells to better understand the processes, such as energy intake, chemical reactions and the movement of molecules that keep living systems functioning.
"We are surrounded by natural systems that take advantage of microscopic fluctuations in free energy, and now we have a way to better measure, understand, and, ultimately, manipulate these fluctuations ourselves," said co-author Elizabeth Strychalski of NIST.

The analysis lends itself to studying microscopic systems that start in a highly excited state with high energy, far from equilibrium with their surroundings, and then relax back toward equilibrium. The properties of microscopic systems can fluctuate significantly as they relax due to the random motion from continuous jostling by surrounding molecules. The new method, which the team refers to as Relaxation Fluctuation Spectroscopy (ReFlucS), uses measurements of those fluctuations during relaxation to determine the free energy.
"Our approach shows that useful information can be gleaned from observing the random motions of a system as it settles down from a highly excited, far-from-equilibrium state," said co-author Christopher Jarzynski of the University of Maryland.

As an exemplary system, the scientists studied the motion of DNA molecules confined to a nanometer-scale space shaped like a staircase. To squeeze into the top steps, which are the shallowest, the DNA molecules must be compressed more tightly than molecules that occupy the bottom steps. This results in a higher free energy for the molecules at the top. By applying an electric field, the team drove the DNA molecules into the top of the staircase. The researchers then turned off the electric field and observed the movement of the molecules with an optical microscope.

The DNA molecules mostly descended the staircase as they relaxed toward equilibrium, decreasing their free energy. However, due to microscopic fluctuations, the DNA molecules occasionally moved back up the staircase, increasing their free energy. The researchers analyzed the fluctuating motion of the DNA molecules, allowing them to map out the free-energy profile-how much free energy there is at different locations, and where the energy is high and low.
"ReFlucS provides access to information about free energy that was previously inaccessible," said coauthor Samuel Stavis of NIST. [24]

## Fluorescence microscopy gets the BAMM treatment

A novel technique developed by researchers at the ARC Centre of Excellence for Nanoscale BioPhotonics (CNBP) will help shine new light on biological questions by improving the quality and quantity of information that can be extracted in fluorescence microscopy.

The technique, 'bleaching-assisted multichannel microscopy' (BAMM) takes a current long-standing weakness of fluorescence microscopy - photobleaching - and turns it into a strength that improves imaging output by up to three times, with no additional hardware required.

Reported in the journal Biomedical Optics Express, BAMM will help researchers gain biological insights into the intricate processes taking place within living cells. This includes the interplay between proteins and molecules which have the potential to impact a wide range of health areas from fertility, to pain, to heart disease and more.
"Fluorescence microscopy is one of the most widely used techniques in biology. This is where light emitting molecules called fluorophores are bound to extremely small cellular targets such as proteins, genetic material or other biomolecules of interest," says Dr. Antony Orth, CNBP Research Fellow at RMIT University and lead author of the research paper.
"When the fluorophore is excited by light from the microscope, it reacts by emitting a specific colour signature. Seeing that colour signature under the microscope helps us view, track and understand the cellular target that the fluorophore has been bound to."


This figure shows the information-rich cellular images made possible by using the newly reported BAMM technique. The 'Original' image shows cells containing multiple fluorescent targets, all having similar colours. This results in a ...more

Notably says Dr. Orth, you can attach different coloured fluorophores to different cell targets, all in the one sample, to maximise the data and imaging information that is received.

This traditional approach to fluorescence microscopy is versatile, but there is a major limitation: the visible (or colour) spectrum, where most fluorophores operate, can get crowded. In an ideal experiment, each target should be chosen to have a distinct colour emission, but this becomes increasingly difficult to arrange as the number of targets increases.
"The visible colour spectrum spans a range of 400 nanometres ( nm ) to 700 nm and only about 200 nm of this range is available for fluorescence colour emission," explains Dr. Orth.
"A typical fluorophore emits over a 50 nm range of the colour spectrum. Dividing 200 nm of the visible spectrum into 50 nm segments means that the colours of the fluorescent emitters begin to blend together when you attempt to squeeze in more than four colours."


Dr Antony Orth. Credit: CNBP-RMIT
"This is generally limiting researchers to four or fewer fluorescent targets in a sample," says Dr. Orth.
"Typically, most experiments are even less ambitious, incorporating only two or three targets. The heart of the problem is that only one property of the fluorophore - its colour - is being used for identification."

To help overcome this limitation, Dr. Orth and his co-researchers have developed an innovative technique called 'bleaching-assisted multichannel microscopy' (BAMM) to increase their imaging output.
"Instead of using colour to differentiate between fluorophores, we use the fourth dimension of time and exploit a phenomenon called photobleaching-the dimming of a collection of fluorophores or pigments under repeated exposure to light," says Dr. Orth.
"Because each type of fluorophore photo-bleaches at a different rate, we can differentiate between fluorophores without using any colour information. We use the rate of photobleaching as the identifier."
"When paired with traditional colour information, this added dimension of photo-bleaching enables scientists to use 2-3 times more types of fluorescent molecules, all in one sample. This lets us extract far more information from a single investigation."


This figure shows the information-rich cellular images made possible by using the newly reported BAMM technique. The 'Original' image shows cells containing multiple fluorescent targets, all having similar colours. This results in a ...more
"Researchers will be able to design more informative tests - for example, highlighting five targets when only two were previously practical. They will no longer have to avoid using two fluorophores with the same colour, since a difference in photostability alone is enough to distinguish between the two targets," he says.

Traditionally, the phenomenon of photobleaching (or fading) has been detrimental to the fluorescent microscopy process. This is where high-intensity and ongoing illumination from the microscope
permanently destroys a fluorophore's ability to fluoresce so that imaging of the cell target becomes impossible.
"BAMM transforms photobleaching from a long-standing weakness of fluorescence microscopy into a significant strength to allow increased identification of cellular targets," says Dr. Orth.
"BAMM doesn't require any additional hardware, it's comparatively simple to do and doesn't require any specialised sample preparation. It's an extremely exciting new approach which has the potential to benefit all fluorescence microscopy users and their exploratory science," he says.

Researchers formally involved with the BAMM project were affiliated with CNBP (RMIT University and the University of Adelaide) and Thermo Fisher Scientific. [23]

## Speeding up micro-CT scanning

Micro-computed tomography or "micro-CT" is X-ray imaging in 3-D, by the same method used in hospital CT (or "CAT") scans, but on a small scale with massively increased resolution. It enables scientists and engineers to see inside structures and reveal hidden secrets.

Micro-CT imaging is opening up a world of opportunities across industries. Now the EUREKA funded project Xamflow has developed an innovative software application that makes micro-CT examinations more efficient and less labour intensive than before.
"Micro-CT scanning started with human biological materials, but nowadays anything can be scanned, synthetic materials, small animals, food, minerals, and fossils for example," says Tor Hildebrand owner of project partner Imacomp AB based in Sweden.
"Companies want to check the internal structure of their products without having to destroy their samples," Hildebrand explains, "with micro-CT scanning, you can check the microstructures in bone, porosity of food, and search for micro anomalies inside materials".

## A time-consuming process

Typically, scanning using micro-computed tomography is a complicated process that requires the scanning of multiple samples.
"The whole process is complex, time-consuming and involves many manual steps," explains Hildebrand, "there is a lot of switching between applications and tools, slowing the process down and increasing costs and sources of errors," he adds.

Because of this complexity the project needed to bring together a consortium of partners with a range of different specialisations.
"We needed a company that knew the scanning process, a company that developed the hardware, a company that knew how to analyse the images, a company that could build the whole backend system, and a web developer."

We were able to find a team of five different companies and institutes and bring them together to start this project," says Hildebrand. Lucid Concepts AG based in Switzerland handled the visualization and the image-processing framework.

The Swedish companies ImaComp AB and Capenta AB in Sweden were responsible for the architecture of the full system and the web application development, respectively.

Two Universities, the KTH Royal Institute of Technology in Stockholm and the University of Applied Sciences HSR in Rapperswil, Switzerland supported with clinical analysis and distributed image processing.

Finally, Scanco Medical AG based in Switzerland developed the imaging hardware. "It was a diverse team of people and specialities this helped us to stay focussed and motivated throughout the project," says Hildebrand.

## Automating workflows

At its heart, the Xamflow platform is, in fact, a tool for automating complex workflows. Workflow automation is a growing market as businesses look for ways to streamline their processes to save time and money.

Once the system has been fully developed and is ready for commercialisation, it can be modified to support different domains and customer needs.
"Once we have the system ready for sale we can provide specialised modules to help organisations to solve their complex examination problems," explains Hildebrand.

Now that the project is finished Xamflow is moving into a beta test phase with first users having access to the system to give feedback and comments.

The international cooperation was invaluable to the success of Xamflow.
"If you want to build a complex workflow solution like this you need a diverse team of companies and expertise. The funding helped us to build a consortium that could handle the diversity of features needed," says Hildebrand.

The partnership has stayed together after Xamflow applying for and winning a second grant that uses advanced image processing and artificial intelligence to help find and identify structures in 3-D images for both clinical and research applications.
"When you examine and scan humans and animals one of the most important things is to outline the internal organs and abnormalities like tumours, in a process called segmentation." explains Hildebrand, "You need to extract the information from the scan in order to make a diagnosis or plan radiation treatment for example."

## Taking advantage of artificial intelligence

Xamflow is particularly suited to help train artificial intelligence networks to identify different tissue and structures inside human and animal bodies.
"To train the artificial intelligence networks, you need to do lots of scans and analyse a wide range of different tissue samples. Xamflow is well suited to support this type of scenario and then offer a user friendly way of using the trained networks for finding structures," says Hildebrand.

There is no doubt that Xamflow wouldn't be on a path to success without the funding.
"The funding allowed us to bring together a team of specialists from Europe to build a complex but still efficient and user friendly system for advanced 3-D examinations in both industry and academia," concludes Hildebrand. [22]

## X-ray laser opens new view on Alzheimer's proteins

A new experimental method permits the X-ray analysis of amyloids, a class of large, filamentous biomolecules which are an important hallmark of diseases such as Alzheimer's and Parkinson's. An international team of researchers headed by DESY scientists has used a powerful X-ray laser to gain insights into the structure of different amyloid samples. The X-ray scattering from amyloid fibrils give patterns somewhat similar to those obtained by Rosalind Franklin from DNA in 1952, which led to the discovery of the well-known structure, the double helix.

The X-ray laser, trillions of times more intense than Franklin's X-ray tube, opens up the ability to examine individual amyloid fibrils, the constituents of amyloid filaments. With such powerful X-ray beams any extraneous material can overwhelm the signal from the invisibly small fibril sample. Ultrathin carbon film—graphene—solved this problem to allow extremely sensitive patterns to be recorded. This marks an important step towards studying individual molecules using X-ray lasers, a goal that structural biologists have long been pursuing. The scientists present their new technique in the journal Nature Communications.

Amyloids are long, ordered strands of proteins which consist of thousands of identical subunits. While amyloids are believed to play a major role in the development of neurodegenerative diseases, recently more and more functional amyloid forms have been identified. "The 'feel-good hormone' endorphin, for example, can form amyloid fibrils in the pituitary gland. They dissolve into individual molecules when the acidity of their surroundings changes, after which these molecules can fulfil their purpose in the body," explains DESY's Carolin Seuring, a scientist at the Center for Free-Electron Laser Science (CFEL) and the principal author of the paper. "Other amyloid proteins, such as those found in post-mortem brains of patients suffering from Alzheimer's, accumulate as amyloid fibrils in the brain, and cannot be broken down and therefore impair brain function in the long term."

Scientists are trying to determine the spatial structure of amyloids as accurately as possible, so as to use this information in order to find out more about how the protein fibrils function: "Our aim is to understand the role of the formation and structure of amyloid fibrils in the body and in the development of neurodegenerative diseases," says Seuring in describing the team's motivation. "The structural analysis of amyloids is complex, and examining them using existing methods is hampered by differences between the fibrils within a single sample." The team used the X-ray free-electron laser LCLS at the SLAC National Accelerator Center in the U.S.

One problem is that the strands of amyloids, known as fibrils, cannot be grown as crystals, which is the usual method of performing atomic resolution structural studies using X-rays. Individual amyloid fibrils are only a few nanometres thick and therefore generally too small to produce a measurable signal when exposed to X-rays. For this reason, the usual approach is to line up millions of these fibrils parallel to each other, and bundling them so that their signals add up. However, this means the
diffraction patterns are produced by the entire ensemble, and information about structural differences between the individual fibrils is lost. "A major part of our understanding about amyloid fibrils is derived from nuclear magnetic resonance (NMR) and cryo-electron microscopy data," explains Seuring. "When you are working with samples that are as heterogeneous as amyloids, though, and also when observing the dynamics of fibril formation, the existing methods reach their limits."

In order to gain access to structure information of such heterogeneous samples in the future, the team opted for a new experimental approach. Instead of suspending the individual amyloids in a carrier fluid the scientists placed it on an ultrathin solid carrier made of graphene, in which carbon atoms are arranged in a hexagonal pattern rather like an atomic honeycomb. "This sample support has a double benefit," says Professor Henry Chapman of CFEL, who is a lead scientist at DESY. "For one thing, graphene is just a single layer of atoms thin and in contrast to a carrier fluid hardy leaves a trace in the diffraction pattern. For another thing, its regular structure makes sure the protein fibrils all align in the same direction-at least in larger domains." The diffraction patterns of multiple fibrils overlap and reinforce one another, much like in a crystal, but there is virtually no disruptive background scattering as in the case of a carrier fluid. This method allows diffraction patterns to be obtained from fewer than 50 amyloid fibrils, so that the structural differences emerge more clearly. "We have observed characteristic asymmetries in our data which suggest that our technique could even be used to determine the structure of individual fibrils," says Seuring.
"The CXI instrument at LCLS provided an exceptionally bright, nanofocus beam that allowed us to extract data from such a small number of fibres," reports co-author Mengning Liang, a scientist at SLAC. "Fibrils are a third category of samples that can be studied this way with X-ray lasers, in addition to single particles and crystals. In some regards, fibrils fit between the other two: they have regular, recurring variations in structure like crystals, but without the rigid crystal structure."

The scientists tested their method on samples of the tobacco mosaic virus, also first examined by Rosalind Franklin, and which forms filaments of a structure that is now known in great detail. The test did in fact provide structural data about the virus with an accuracy of 0.27 nanometres (millionths of a millimetre) - corresponding to a resolution almost on the scale of a single atom. The examination of distinctly smaller amyloid fibrils made of endorphin as well as amyloid fibrils made of the hormone bombesin, which is involved among other things in certain types of cancer, also provided some structural information, with an accuracy of 0.24 nanometres. Although the data was insufficient for calculating the complete structure, the study shows great promise for structural retrieval when more data becomes available, and opens up a new path for the structural analysis of amyloids using X-ray lasers. "It is amazing that we are carrying out very similar experiments as Franklin did, but are now reaching the level of single molecules," says Chapman. [21]

## Molecular movies of RNA guide drug discovery

Thumb through any old science textbook, and you'll likely find RNA described as little more than a means to an end, a kind of molecular scratch paper used to construct the proteins encoded in DNA.

But over the last decade, scientists have begun to see RNA as an end in itself.
Research programs and biotech companies have sprung up with the mission of identifying smallmolecule drugs that can target RNA to treat a variety of ailments like infectious diseases and muscular dystrophy. The trouble is, RNA is constantly bending, twisting and contorting its shape-often within a few milliseconds. Researchers have found it hard to hit such a moving target.
"When it comes to targeting RNA, the devil is in the details, and the details are in the dynamics," said Hashim M. Al-Hashimi, Ph.D., James B. Duke Professor of Biochemistry and Chemistry at the Duke University School of Medicine.

Al-Hashimi and his team have invented a technique that can capture the many states of an RNA molecule and screen hundreds of thousands or perhaps even millions of potential drug candidates. In research published May 4 in the journal Nature Structural and Molecular Biology, they show that their technique can pick compounds with anti-HIV activity out of a line-up of 100,000 that do not.
"This could present a new paradigm for drug discovery," says Al-Hashimi. "Almost every drug is designed to target proteins. By making it possible to accurately target RNA, we are opening the field up to new and potentially life-saving discoveries."

The "central dogma" of molecular biology held that genetic information flows from DNA, to RNA, to protein, where the action is. But only about 2 percent of RNAs go on to make proteins. Some research indicates that more than 90 percent of the RNA molecules assembled from the template provided by DNA end up being an RNA as their final state.

But drug discovery efforts over the last fifty years have overlooked nearly all these "non-coding" RNAs, Al-Hashimi said. One clear reason for this glaring omission is the fact that RNA is one of the most flexible, dynamic molecules around. It doesn't have the typical nooks and crannies that drug developers use to target proteins, and even if it did, a given RNA probably wouldn't sit still long enough for a scientist to capture it on film.
"This is a long-standing problem," says Al-Hashimi. "The motion of life is in these molecules. But nobody can predict which drugs will bind RNA, in large part because we don't have good movies of them."

Most methods that guide the discovery of drugs either rely on a still image captured in the laboratory that doesn't show the molecule in action, or movies generated on a computer that are based on calculations, not real data.

In 2011, Al-Hashimi combined the two, harnessing both nuclear magnetic resonance imaging and computationally generated movies to create the first movie of an RNA molecule-in this case from the virus HIV—as it danced from one shape to another. His group then took individual frames of the movie, each depicting a different shape of the RNA, and ran them through a computer program to identify molecules that bind to the RNA.
"It was a proof of principle that you can conquer the flexibility of RNA," says Al-Hashimi. "That was promising, but it wasn't a rigorous test. A more rigorous test is whether you can fish the needle from the haystack."

In the present study, Al-Hashimi and his team took 78 compounds known to bind that same RNA target from HIV and added them to a chemical library of 100,000 compounds that they had shown incapable of binding. When they used their technique to screen all the compounds, they were able to pull out the 78 with known anti-HIV activity.
"The key in this study is that we know whether the drugs bind or not, which gives us a means to evaluate how accurate the shapes of our RNA are," said lead study author Laura Ganser, a graduate student in Al-Hashimi's lab. "Since it performed so well, we feel that the shapes are accurate, so now we can find and design new drugs."

They also showed that if they used poor-quality movies, the quality of their predictions went down. The more accurate the data, the more accurate the predictions.
"You can always get the right answer for the wrong reasons," Ganser said. "By doing this particular exercise and varying the amount of data that goes into the movie, we were convinced this was real."

The researchers showed that the technique could predict not only what molecules would bind the RNA, but also which particular shape-linear, L-shaped, S-shaped-they preferred. That finding is important because unlike small molecules that target proteins by competing for a particular binding site, compounds that target RNA work by locking the molecule in an inactive conformation so it can't function properly.

Al-Hashimi and his team are currently using the technique to screen millions of compounds for antiHIV activity before building smaller libraries for further testing. [20]

## Chemical engineers discover how to control knots that form in DNA molecules

Just like any long polymer chain, DNA tends to form knots. Using technology that allows them to stretch DNA molecules and image the behavior of these knots, MIT researchers have discovered, for the first time, the factors that determine whether a knot moves along the strand or "jams" in place.
"People who study polymer physics have suggested that knots might be able to jam, but there haven't been good model systems to test it," says Patrick Doyle, the Robert T. Haslam Professor of Chemical Engineering and the senior author of the study. "We showed the same knot could go from being jammed to being mobile along the same molecule. You change conditions and it suddenly stops, and then change them again and it suddenly moves."

The findings could help researchers develop ways to untie DNA knots, which would help improve the accuracy of some genome sequencing technologies, or to promote knot formation. Inducing knot formation could enhance some types of sequencing by slowing down the DNA molecules' passage through the system, the researchers say.

MIT postdoc Alexander Klotz is the first author of the paper, which appears in the May 3 issue of Physical Review Letters.

## Knots in motion

Doyle and his students have been studying the physics of polymer knots such as DNA for many years. DNA is well-suited for such studies because it is a relatively large molecule, making it simple to image with a microscope, and it can be easily induced to form knots.
"We have a mechanism that causes DNA molecules to collapse into a tiny ball, which when we stretch out contains very big knots," Klotz says. "It's like sticking your headphones in your pocket and pulling them out full of knots."

Once the knots form, the researchers can study them using a special microfluidic system that they designed. The channel is shaped like a $T$, with an electric field that diverges at the top of the T. A DNA molecule located at the top of the $T$ will be pulled equally toward each arm, forcing it to stay in place.

The MIT team found that they could manipulate knots in these pinned DNA molecules by varying the strength of the electric field. When the field is weak, knots tend to move along the molecule toward the closer end. When they reach the end, they unravel.


A knot near the end of a stretched DNA molecule is driven toward the end and unties, leaving an unknotted molecule. Credit: Alex Klotz
"When the tension isn't too strong, they look like they're moving around randomly. But if you watch them for long enough, they tend to move in one direction, toward the closer end of the molecule," Klotz says.

When the field is stronger, forcing the DNA to fully stretch out, the knots become jammed in place. This phenomenon is similar to what happens to a knot in a bead necklace as the necklace is pulled more tightly, the researchers say. When the necklace is slack, a knot can move along it, but when it is pulled taut, the beads of the necklace come closer together and the knot gets stuck.
"When you tighten the knot by stretching the DNA molecule more, it brings the strands closer to each other, and this ramps up the friction," Klotz says. "That can overwhelm the driving force caused by the electric field."

## Knot removal

DNA knots also occur in living cells, but cells have specialized enzymes called topoisomerases that can untangle such knots. The MIT team's findings suggest a possible way to remove knots from DNA outside of cells relatively easily by applying an electric field until the knots travel all the way to the end of the molecule.

This could be useful for a type of DNA sequencing known as nanochannel mapping, which involves stretching DNA along a narrow tube and measuring the distance between two genetic sequences. This
technique is used to reveal large-scale genome changes such as gene duplication or genes moving from one chromosome to another, but knots in the DNA can make it harder to get accurate data.

For another type of DNA sequencing known as nanopore sequencing, it could be beneficial to induce knots in DNA because the knots make the molecules slow down as they travel through the sequencer. This could help researchers get more accurate sequence information.

Using this approach to remove knots from other types of polymers such as those used to make plastics could also be useful, because knots can weaken materials.

The researchers are now studying other phenomena related to knots, including the process of untying more complex knots than those they studied in this paper, as well as the interactions between two knots in a molecule. [19]

## Researchers build DNA replication in a model synthetic cell

Researchers at Delft University of Technology, in collaboration with colleagues at the Autonomous University of Madrid, have created an artificial DNA blueprint for the replication of DNA in a cell-like structure. Creating such a complex biological module is an important step towards an even more ambitious goal: building a complete and functioning synthetic cell from the bottom up.

Copying DNA is an essential function of living cells. It allows for cell division and propagation of genetic information to the offspring. The mechanism underlying DNA replication consists of three important steps. First, DNA is transcribed into messenger RNA. Messenger RNA is then translated into proteins-the workhorses of the cell that carry out many of its vital functions. The job of some of these proteins, finally, is to perform the last step in the cycle: the replication (or copying) of DNA. After a cell has replicated its DNA, it can divide into two daughter cells, each containing a copy of the original genetic material.

## Closing the cycle

Researchers had already realized all of the separate steps mentioned above. Japanese scientists, for instance, created a minimal, stand-alone system for messenger RNA and protein synthesis by taking the relevant components from E. coli and tweaking them. But no one had yet been able to combine this system with autonomous DNA replication. "We wanted to close the cycle and be the first to reconstruct the entire flow of genetic information inside a cell-like structure called a liposome," said group leader Christophe Danelon.

Combining the Japanese system with a module for DNA replication proved difficult. "We tried a few approaches, but none seemed to work convincingly," said Danelon. Then, Ph.D. student Pauline van Nies came up with the idea to use the DNA replication machinery of a virus called Ф29. "Viruses are very intriguing from a molecular biology point of view," said Van Nies. "They are extremely efficient in encoding proteins in a small genome and in robustly replicating their genetic information." In human cells, DNA replication is managed by hundreds of proteins. ©29 only needs four.

## Composing DNA

Many years ago, researchers working at the Autonomous University of Madrid discovered the DNA replication mechanism of the $\Phi 29$ virus and managed to isolate it. Van Nies and Danelon worked with these researchers to combine the genes that encode for the replication mechanism with the genetic code that is necessary to operate the Japanese module for transcription and translation.

Van Nies composed a unique DNA blueprint that took into account a number of different factors related to the flow of genetic information, such as a suitable binding site for the ribosome, an element that is essential for the production of proteins.

## Combining machinery

A goal that now comes into view is combining the new module that regulates the flow of genetic information with other essential cellular functions such as growth and division. Last year, the Danelon group created a way to synthesize the phospholipids that make up liposomes, such as the ones the researchers used in this project. The yield of phospholipids was still too small to sustain growth, but Danelon is confident his group can optimize this process.

Cell division may be a tougher nut to crack. In modern cells, it requires a streamlined process in which copied DNA is neatly packed and then evenly distributed towards the poles of the cell. Concurrently, specialized proteins squeeze the mother cell into two daughter cells. Danelon thinks a simple 'budding' mechanism could also do the trick. "I think we can create liposomes that grow until they start budding. If enough DNA is being produced, hopefully enough of these primitive daughter cells will contain the new DNA to sustain a cell population." This may well be how the very first cells selfreproduced, before evolution equipped them with a more elegant and robust solution.

## Building a synthetic cell

The mission that ties together all of the fundamental research described above is the construction of a synthetic cell that can grow, divide and sustain itself. Scientists at Delft University of Technology play a leading role in this exciting new research direction that may ultimately lead to intimate understanding of the inner workings of a cell. Research supporting the initiative could lead to advances in biotechnology, health and energy. [18]

## Study reveals the inner workings of a molecular motor that packs and unpacks DNA

DNA is tightly packed into the nucleus of a cell. Nevertheless, the cellular machinery needs to constantly access the genomic information. An LMU team now reveals the inner workings of a molecular motor made of proteins which packs and unpacks DNA.

The genomic DNA of higher organisms is compacted in a highly condensed form known as chromatin. The DNA is tightly wound around a myriad of tiny histone spools called nucleosomes. A single human cell, for instance, accommodates in this manner about two meters of DNA. However, genes must be constantly transcribed into messenger RNAs to direct protein synthesis. Moreover, the entire DNA must be replicated before cell division and DNA damage needs to be repaired. Thus, there must be way to actively grant access to the genome.

This is when chromatin remodelers come into play. Chromatin remodelers have an essential role as they are molecular machines: they unpick and unpack segments of the DNA by sliding nucleosome spools back and forth, replacing individual histones, freeing up the DNA for transcription, and finally compacting it again, when the job is done. Since all of this happens in a highly dynamic fashion, chromatin remodelers enable cells to react rapidly to alterations in their environment - and this holds for brewer's yeast as well as for human cells. In mediating gene accessibility, chromatin remodelers are vital for development and cell differentiation; cell types are defined by the sets of genes they express, remodelers help to determine cell identity.

So far, however, very little is known about what remodeling proteins look like and how they go about doing what they do. In molecular terms, functional remodelers are often very large complexes comprising many different protein components, whose coordinated action makes them akin to molecular machines. These features also make it very difficult to determine their detailed structure. But a team led by Professor Karl-Peter Hopfner, who holds a Chair in Structural Molecular Biology at LMU's Gene Center, has now used cryo-electron microscopy to reconstruct the three-dimensional structure of the nucleosome-sliding remodeler INO80 (which itself consists of 15 subunits) bound to a single nucleosome. "Even with innovative approaches, the best available technology and intensive teamwork, we were always working at the cutting edge," says Dr. Sebastian Eustermann, who worked out the molecular structure of the complex on the basis of electron micrographs of thousands of individual complexes.

By analyzing images of randomly oriented views of the complex formed between INO80 and a nucleosome in the electron micrographs, Hopfner and his team have pieced together its structure at a resolution which has seldom been achieved for a chromatin complex of comparable size. This allowed the researchers to unravel the intricate interaction of the remodeler with its substrate DNA spooled around histones and dissect how the whole machinery works.

From a biochemical point of view, remodelers are responsible for heavy-duty reorganizational tasks. To perform these tasks, they must execute "large-scale conformational changes, which are carried out with astounding precision," says Eustermann. In order to alter the relative positions of nucleosomes, the INO80 complex must first weaken the contacts between the nucleosomal histones and the DNA. A molecular motor which is part of the INO80 complex segmentally detaches the double-stranded DNA from the nucleosome. In doing so, it progressively breaks the contacts that normally keep the DNA tightly wound around the histone particle.

The motor subunit feeds DNA it into the nucleosome. This results in the transient formation of a double-stranded DNA loop that is likely an important intermediate in complex remodeling reactions on the nucleosome. On one hand, the loop exposes some histone proteins that could be replaced by other histones to form a different type of nucleosome. On the other hand, the loop is eventually passed over another subunit and the machine then acts as a ratchet, allowing the nucleosome to "move" on the DNA. Throughout this unpacking process, other subunits in the complex serve to support and stabilize the partially 'denuded' nucleosome itself.

The structure of the complex revealed in the new study sheds new light on the function and mode of action of chromatin remodelers in general. These molecular machines play an essential part in the workings of the cell by maintaining the flexibility of the chromatin, thus enabling the genetic
apparatus to respond dynamically to changing metabolic demands. "Our results provide the first wellfounded picture of how they do that," says Hopfner. "Moreover, it has recently become clear that remodelers play a central role in tumorigenesis, because they often misregulated in tumor tissue. So structural and mechanistic insights into their functions will be vital for the future development of new therapies for cancer," he adds. [17]

## Biomimetic chemistry-DNA mimic outwits viral enzyme

Not only can synthetic molecules mimic the structures of their biological models, they can also take on their functions and may even successfully compete with them, as an artificial DNA sequence designed by Ludwig-Maximilians-Universitaet (LMU) in Munich chemist Ivan Huc now shows.

Chemist Ivan Huc finds the inspiration for his work in the molecular principles that underlie biological systems. As the leader of a research group devoted to biomimetic supramolecular chemistry, he creates 'unnatural' molecules with defined, predetermined shapes that closely resemble the major biological polymers, proteins and DNA found in cells. The backbones of these molecules are referred to as 'foldamers' because, like origami patterns, they adopt predictable shapes and can be easily modified. Having moved to LMU from his previous position at Bordeaux University last summer, Huc has synthesized a helical molecule that mimics surface features of the DNA double helix so closely that bona fide DNA-binding proteins interact with it.

This work is described in a paper published in Nature Chemistry. The new study shows that the synthetic compound is capable of inhibiting the activities of several DNA-processing enzymes, including the 'integrase' used by the human immunodeficiency virus (HIV) to insert its genome into that of its host cell. The successful demonstration of the efficacy of the synthetic DNA mimic might lead to a new approach to the treatment of AIDS and other retroviral diseases.

The new paper builds on advances described in two previous publications in Nature Chemistry published earlier this year. In the first of these papers, Huc and his colleagues developed a pattern of binding interactions required to enable synthetic molecules to assume stable forms similar to the helical backbones of proteins. In the second, they worked out the conditions required to append their synthetic helix to natural proteins during synthesis by cellular ribosomes. "As always in biology, shape determines function," he explains. In the new study, he introduces a synthetic molecule that folds into a helical structure that mimics surface features of the DNA double helix, and whose precise shape can be altered in a modular fashion by the attachment of various substituents. This enables the experimenter to imitate in detail the shape of natural DNA double helix, in particular the position of negative charges. The imitation is so convincing that it acts as a decoy for two DNAbinding enzymes, including the HIV integrase, which readily bind to it and are essentially inactivated.

However, the crucial question is whether or not the foldamer can effectively compete for the enzymes in the presence of their normal DNA substrate. "If the enzymes still bind to the foldamer under competitive conditions, then the mimic must be a better binder than the natural DNA itself," Huc says. And indeed, the study demonstrates that the HIV integrase binds more strongly to the foldamer than to natural DNA. "Furthermore, although initially designed to resemble DNA, the
foldamer owes its most useful and valuable properties to the features that differentiate it from DNA," Huc points out.

Thanks to the modular nature of foldamer design, the structures of these artificial DNA mimics can be readily altered, which enables a broad range of variants to be produced using the same basic platform. In the current study, Huc and his colleagues have focused on enzymes that are generically capable of binding to DNA, irrespective of its base sequence. However, it may also be possible to use the foldamer approach to develop DNA mimics that can block the action of the many important DNAbinding proteins whose functions depend on the recognition of specific nucleotide sequences. [16]

## Simulations document self-assembly of proteins and DNA

What makes particles self-assemble into complex biological structures? Often, this phenomenon is due to the competition between forces of attraction and repulsion, produced by electric charges in various sections of the particles. In nature, these phenomena often occur in particles that are suspended in a medium - referred to as colloidal particles - such as proteins, DNA and RNA. To facilitate self-assembly, it is possible to "decorate" various sites on the surface of such particles with different charges, called patches.

In a new study published in EPJE, physicists have developed an algorithm to simulate the molecular dynamics of these patchy particles. The findings published by Silvano Ferrari and colleagues from the TU Vienna and the Centre for Computational Materials Science (CMS), Austria, will improve our understanding of what makes self-assembly in biological systems possible.

In this study, the authors model charged patchy particles, which are made up of a rigid body with only two charged patches, located at opposite poles. They then develop the equations governing the dynamics of an ensemble of such colloidal patchy particles.

Based on an existing approach originally developed for molecular particles, their simulation includes additional constraints to guarantee that the electrical charge "decorations" are preserved over time. In this regard, they develop equations for describing the particles' motion; the solutions to these equations describe the trajectories of these colloidal particles. Such molecular dynamics simulations lend themselves to being run in parallel on a huge number of particles.

With these findings, the authors complement the lessons learned from experimental observations of similar particles recently synthesised in the lab. Recent experiments have demonstrated that colloidal particles decorated at two interaction sites display a remarkable propensity for self-organising into highly unusual structures that remain stable over a broad temperature range. [15]

## Scientists explore the structure of a key region of longevity protein telomerase

Scientists from Moscow State University (MSU) working with an international team of researchers have identified the structure of one of the key regions of telomerase-a so-called "cellular immortality" ribonucleoprotein. Structural and functional studies on this protein are important for the development of potential anticancer drugs. The results of the study have been published in Nucleic Acids Research.

Each cell goes through a DNA replication process before division. This is a precise, fine-tuned process controlled by the coordinated work of a sophisticated enzymatic machinery. However, due to the nature of the copying process, the termini of DNA molecules are left uncopied, and DNA becomes shorter with each replication. However, no important data is lost in the process, as the termini of DNA molecules (telomeres) consist of thousands of small, repeated regions that do not carry hereditary information. When the reserve of telomere repetitions is exhausted, the cell ceases to divide, and eventually, it can die. Scientists believe that this is the mechanism of cellular aging, which is necessary for the renewal of cells and tissues of the body.

But how do "immortal" strains and stem cells that give life to a huge number of offspring cope with this? This is where the enzyme telomerase comes into play. It can restore telomeric termini of chromosomes and therefore compensate for their shortening during mitosis. The telomerase protein catalytic subunit works together with the RNA molecule, and its short fragment is used as a template to synthesize telomeric repetitions. MSU-based scientists discovered the structure of the telomerase fragment that is in charge of this process.
"Our work is aimed at the structural characterization of the telomerase complex. In a living cell, it includes a catalytic subunit, an RNA molecule, a segment of telomeric DNA, and several auxiliary components. Anomalously low activity of telomerase caused by genetics can result in serious pathogenic conditions (telomeropathy), while its anomalous activation is the reason for the cellular "immortality" of most known cancers. Information on the structure of telomerase and the relationships between its components is necessary for understanding the function and regulation of this enzyme, and in the future, for directed control of its activity," said Elena Rodina, assistant professor of the Department for the Chemistry of Natural Products, Faculty of Chemistry, MSU.

Working with thermotolerant yeast, a model eukaryotic organism, the researchers determined the structure of one of the major domains of the telomerase catalytic subunit (the so-called TEN-domain) and determined which parts of it are responsible for the interaction of the enzyme with the RNA molecule and the synthesized DNA. Based on the experimental data obtained, the scientists constructed a theoretical model of the catalytic core of telomerase.

The activity of the enzyme may be described in a simplified way: Telomerase can be represented as a molecular machine containing an RNA molecule. This machine, with the help of a template part of RNA, binds to the end of a long chain of DNA, and synthesizes a fragment of a new DNA chain along the remaining template fragment. After that, the telomerase machine has to move to the newly synthesized end of the DNA in order to continue to build up the chain. The scientists assume that the TEN-domain allows telomerase to synthesize DNA fragments of strictly defined length, after which the

RNA template should be detached from the DNA strand to move closer to its edge. Thus, the TEN domain facilitates the movement of the enzyme to building up a new region, i.e. the next telomeric fragment, and this is how the synthesis cycle is repeated.

In addition, the researchers identified the structural core of the TEN domain that remained unchanged in a variety of organisms, despite all the evolutionary vicissitudes, which indicates the important role of this core in the function of the enzyme. The team also revealed the elements specific for different groups of organisms, which interact with own proteins of individual telomerase complex.
"The data obtained bring us closer to an understanding of the structure, function and regulation of telomerase. In the future, this knowledge can be used to create drugs aimed at regulating telomerase activity-either to increase it (for example, to increase the cell life span in biomaterials for transplantology) or to reduce (for instance, for immortal cancer cells to lose their immortality)," concludes Elena Rodina. [14]

## Custom sequences for polymers using visible light

Researchers from Tokyo Metropolitan University used a light-sensitive iridium-palladium catalyst to make "sequential" polymers, using visible light to change how building blocks are combined into polymer chains. By simply switching the light on or off, they were able to realize different compositions along the polymer chain, allowing precise control over physical properties and material function. This may drastically simplify existing polymer production methods, and help overcome fundamental limits in creating new polymers.

The world is full of long, chain-like molecules known as polymers. Famous examples of "sequential" copolymers, i.e. polymers made of multiple building blocks (or "monomers") arranged in a specific order, include DNA, RNA and proteins; their specific structure imparts the vast range of molecular functionality that underpins biological activity. However, making sequential polymers from scratch is a tricky business. We can design special monomers that assemble in different ways, but the complex syntheses that are required limit their availability, scope and functionality.

To overcome these limits, a team led by Associate Professor Akiko Inagaki from the Department of Chemistry, Tokyo Metropolitan University, applied a light-sensitive catalyst containing iridium and palladium. By switching a light on and off, they were able to control the speed at which two different monomers, styrene and vinyl ether, become part of a polymer chain. When exposed to light, the styrene monomer was found to be incorporated into the copolymer structure much more rapidly than in the dark, resulting in a single copolymer chain with different compositions along its length. Parts that are rich in styrene are more rigid than those rich in vinyl ether; by using different on/off light sequences, they could create polymers with a range of physical properties e.g. different "glass transition" temperatures, above which the polymer becomes softer.

The newly developed process is significantly simpler than existing methods. The team also found that both types of monomer were built into the polymer via a mechanism known as non-radical
coordination-insertion; this is a generic mechanism, meaning that this new method might be applied to make polymers using a wide range of catalysts and monomers, with the potential to overcome the limited availability of monomer candidates. [13]

## Artificial and biological cells work together as mini chemical factories

Researchers have fused living and non-living cells for the first time in a way that allows them to work together, paving the way for new applications.

The system, created by a team from Imperial College London, encapsulates biological cells within an artificial cell. Using this, researchers can harness the natural ability of biological cells to process chemicals while protecting them from the environment.

This system could lead to applications such as cellular 'batteries' powered by photosynthesis, synthesis of drugs inside the body, and biological sensors that can withstand harsh conditions.

Previous artificial cell design has involved taking parts of biological cell 'machinery' - such as enzymes that support chemical reactions - and putting them into artificial casings. The new study, published today in Scientific Reports, goes one step further and encapsulates entire cells in artificial casings.

The artificial cells also contain enzymes that work in concert with the biological cell to produce new chemicals. In the proof-of-concept experiment, the artificial cell systems produced a fluorescent chemical that allowed the researchers to confirm all was working as expected.

Lead researcher Professor Oscar Ces, from the Department of Chemistry at Imperial, said: "Biological cells can perform extremely complex functions, but can be difficult to control when trying to harness one aspect. Artificial cells can be programmed more easily but we cannot yet build in much complexity.
"Our new system bridges the gap between these two approaches by fusing whole biological cells with artificial ones, so that the machinery of both works in concert to produce what we need. This is a paradigm shift in thinking about the way we design artificial cells, which will help accelerate research on applications in healthcare and beyond."

To create the system, the team used microfluidics: directing liquids through small channels. Using water and oil, which do not mix, they were able to make droplets of a defined size that contained the biological cells and enzymes. They then applied an artificial coating to the droplets to provide protection, creating an artificial cell environment.

They tested these artificial cells in a solution high in copper, which is usually highly toxic to biological cells. The team were still able to detect fluorescent chemicals in the majority of the artificial cells, meaning the biological cells were still alive and functioning inside. This ability would be useful in the human body, where the artificial cell casing would protect the foreign biological cellsfrom attack by the body's immune system.

First author of the study Dr Yuval Elani, an EPSRC Research Fellow also from the Department of Chemistry, said: "The system we designed is controllable and customisable. You can create different sizes of artificial cells in a reproducible manner, and there is the potential to add in all kinds of cell machinery, such as chloroplasts for performing photosynthesis or engineered microbes that act as sensors."

To improve the functionality of these artificial cell systems, the next step is to engineer the artificial coating to act more like a biological membrane, but with special functions.

For example, if the membrane could be designed to open and release the chemicals produced within only in response to certain signals, they could be used to deliver drugs to specific areas of the body. This would be useful for example in cancer treatment to release targeted drugs only at the site of a tumour, reducing side effects.

While a system like that may be a way off yet, the team say this is a promising leap in the right direction. The work is the first example of fusing living and non-living components to emerge from Imperial and King's College's new FABRICELL centre for artificial cell science. [12]

## New interaction mechanism of proteins discovered

UZH researchers have discovered a previously unknown way in which proteins interact with one another and cells organize themselves. This new mechanism involves two fully unstructured proteins forming an ultra-high-affinity complex due to their opposite net charge. Proteins usually bind one another as a result of perfectly matching shapes in their three-dimensional structures.

Proteins are among the most important biomolecules and are the key mediators of molecular communication between and within cells. For two proteins to bind, specific regions of their threedimensional structures have to match one another exactly, as a key fits into a lock. The structure of proteins is extremely important for their functioning and for triggering the required responses in cells. Now, researchers at the University of Zurich, together with colleagues from Denmark and the U.S., have discovered that unstructured proteins can also have ultra-high-affinity interactions.

One of these proteins is histone H 1 , which, as a component of chromatin, is responsible for DNA packaging. Its binding partner, prothymosin $\alpha$, acts as a kind of shuttle that deposits and removes the histone from the DNA. This process determines whether or not genes in specific parts of the DNA can be read. Both proteins are involved in several regulatory processes in the body, such as cell division and proliferation, and therefore also play a role when it comes to a number of diseases, including cancer. Ben Schuler, professor at the Department of Biochemistry at UZH and head of the research project published in Nature, says, "The interesting thing about these proteins is that they're completely unstructured-like boiled noodles in water." How such disordered proteins should be able to interact according to the key/lock principle had puzzled the team of researchers.

Notably, the two proteins bind to one another much more strongly than the average protein partners. The research team used single-molecule fluorescence and nuclear magnetic
resonance spectroscopy to determine the arrangement of the proteins. Observed in isolation, they show extended unstructured protein chains. The chains become more compact as soon as both binding partners come together and form a complex. The strong interaction is caused by the strong electrostatic attraction, since histone H 1 is highly positively charged while prothymosin $\alpha$ is highly negatively charged. Even more surprising was the discovery that the protein complex was also fully unstructured, as several analyses confirmed.

To investigate the shape of the protein complex, the researchers labeled both proteins with fluorescent probes, which they then added to selected sites on the proteins. Together with computer simulations, this molecular map yielded the following results: Histone 1 interacts with prothymosin $\alpha$ preferably in its central region, which is the region with the highest charge density. Moreover, it emerged that the complex is highly dynamic: The proteins' position in the complex changes extremely quickly-in a matter of approx. 100 nanoseconds.

The interaction behavior is likely to be fairly common. Cells have many proteins that contain highly charged sequences and may be able to form such protein complexes. There are hundreds of such proteins in the human body alone. "It's likely that the interaction between disordered, highly charged proteins is a basic mechanism for how cells function and organize themselves," concludes Ben Schuler. According to the biophysicist, textbooks will need revision to account for this new way of binding. The discovery is also relevant for developing new therapies, since unstructured proteins are largely unresponsive to traditional drugs, which bind to specific structures on the protein surface. [11]

## Particles in charged solution form clusters that reproduce

Dr Martin Sweatman from the University of Edinburgh's School of Engineering has discovered a simple physical principle that might explain how life started on Earth.
He has shown that particles that become charged in solution, like many biological molecules, can form giant clusters that can reproduce. Reproduction is shown to be driven by simple physics-a balance of forces between short-range attraction and long-range repulsion. Once cluster reproduction begins, he suggests chemical evolution of clusters could follow, leading eventually to life.

Many biological molecules, like DNA and proteins, might show this behaviour. Even the building blocks of life, amino acids and nucleobases, might show this behaviour. Reproduction in modern cells might even be driven by this simple physical mechanism, i.e. chemistry is not so important.

Dr Sweatman's research uses theoretical methods and computer simulations of simple particles. They clearly show giant clusters of molecules with the right balance of forces can reproduce. No chemistry is involved. However, these theoretical predictions have yet to be confirmed by experiment.

Dr Sweatman said, "Although it will be difficult to see this behaviour for solutions of small biomolecules, it should be possible to confirm this behaviour experimentally with much larger particles that can be seen under a microscope, like charged colloids.
"If this behaviour is confirmed, then we take another step towards Darwin's idea of life beginning in a warm little pond. A simple evaporation and condensation cycle in a pond might be sufficient to drive cluster reproduction initially. Survival of the fittest clusters of chemicals might then eventually lead to life."

The research has been published in the international journal Molecular Physics.

## Experiment demonstrates quantum mechanical effects from biological systems

Nearly 75 years ago, Nobel Prize-winning physicist Erwin Schrödinger wondered if the mysterious world of quantum mechanics played a role in biology. A recent finding by Northwestern University's Prem Kumar adds further evidence that the answer might be yes.
Kumar and his team have, for the first time, created quantum entanglement from a biological system. This finding could advance scientists' fundamental understanding of biology and potentially open doors to exploit biological tools to enable new functions by harnessing quantum mechanics.
"Can we apply quantum tools to learn about biology?" said Kumar, professor of electrical engineering and computer science in Northwestern's McCormick School of Engineering and of physics and astronomy in the Weinberg College of Arts and Sciences. "People have asked this question for many, many years-dating back to the dawn of quantum mechanics. The reason we are interested in these new quantum states is because they allow applications that are otherwise impossible."

Partially supported by the Defense Advanced Research Projects Agency, the research was published Dec. 5 in Nature Communications.

Quantum entanglement is one of quantum mechanics' most mystifying phenomena. When two particles-such as atoms, photons, or electrons-are entangled, they experience an inexplicable link that is maintained even if the particles are on opposite sides of the universe. While entangled, the particles' behavior is tied one another. If one particle is found spinning in one direction, for example, then the other particle instantaneously changes its spin in a corresponding manner dictated by the entanglement. Researchers, including Kumar, have been interested in harnessing quantum entanglement for several applications, including quantum communications. Because the particles can communicate without wires or cables, they could be used to send secure messages or help build an extremely fast "quantum Internet."
"Researchers have been trying to entangle a larger and larger set of atoms or photons to develop substrates on which to design and build a quantum machine," Kumar said. "My laboratory is asking if we can build these machines on a biological substrate."

In the study, Kumar's team used green fluorescent proteins, which are responsible for bioluminescence and commonly used in biomedical research. The team attempted to entangle the photons generated from the fluorescing molecules within the algae's barrel-shaped protein structure by exposing them to spontaneous four-wave mixing, a process in which multiple wavelengths interact with one another to produce new wavelengths.

Through a series of these experiments, Kumar and his team successfully demonstrated a type of entanglement, called polarization entanglement, between photon pairs. The same feature used to make glasses for viewing 3D movies, polarization is the orientation of oscillations in light waves. A wave can oscillate vertically, horizontally, or at different angles. In Kumar's entangled pairs, the photons' polarizations are entangled, meaning that the oscillation directions of light waves are linked. Kumar also noticed that the barrel-shaped structure surrounding the fluorescing molecules protected the entanglement from being disrupted.
"When I measured the vertical polarization of one particle, we knew it would be the same in the other," he said. "If we measured the horizontal polarization of one particle, we could predict the horizontal polarization in the other particle. We created an entangled state that correlated in all possibilities simultaneously."

Now that they have demonstrated that it's possible to create quantum entanglement from biological particles, next Kumar and his team plan to make a biological substrate of entangled particles, which could be used to build a quantum machine. Then, they will seek to understand if a biological substrate works more efficiently than a synthetic one. [9]

## Quantum biology: Algae evolved to switch quantum coherence on and off

A UNSW Australia-led team of researchers has discovered how algae that survive in very low levels of light are able to switch on and off a weird quantum phenomenon that occurs during photosynthesis.

The function in the algae of this quantum effect, known as coherence, remains a mystery, but it is thought it could help them harvest energy from the sun much more efficiently. Working out its role in a living organism could lead to technological advances, such as better organic solar cells and quantum-based electronic devices.

The research is published in the journal Proceedings of the National Academy of Sciences.
It is part of an emerging field called quantum biology, in which evidence is growing that quantum phenomena are operating in nature, not just the laboratory, and may even account for how birds can navigate using the earth's magnetic field.
"We studied tiny single-celled algae called cryptophytes that thrive in the bottom of pools of water, or under thick ice, where very little light reaches them," says senior author, Professor Paul Curmi, of the UNSW School of Physics.
"Most cryptophytes have a light-harvesting system where quantum coherence is present. But we have found a class of cryptophytes where it is switched off because of a genetic mutation that alters the shape of a light-harvesting protein.
"This is a very exciting find. It means we will be able to uncover the role of quantum coherence in photosynthesis by comparing organisms with the two different types of proteins."

In the weird world of quantum physics, a system that is coherent - with all quantum waves in step with each other - can exist in many different states simultaneously, an effect known as superposition. This phenomenon is usually only observed under tightly controlled laboratory conditions.

So the team, which includes Professor Gregory Scholes from the University of Toronto in Canada, was surprised to discover in 2010 that the transfer of energy between molecules in the light harvesting systems from two different cryptophyte species was coherent.

The same effect has been found in green sulphur bacteria that also survive in very low light levels.
"The assumption is that this could increase the efficiency of photosynthesis, allowing the algae and bacteria to exist on almost no light," says Professor Curmi.
"Once a light-harvesting protein has captured sunlight, it needs to get that trapped energy to the reaction centre in the cell as quickly as possible, where the energy is converted into chemical energy for the organism.
"It was assumed the energy gets to the reaction centre in a random fashion, like a drunk staggering home. But quantum coherence would allow the energy to test every possible pathway simultaneously before travelling via the quickest route."

In the new study, the team used x-ray crystallography to work out the crystal structure of the lightharvesting complexes from three different species of cryptophytes.

They found that in two species a genetic mutation has led to the insertion of an extra amino acid that changes the structure of the protein complex, disrupting coherence.
"This shows cryptophytes have evolved an elegant but powerful genetic switch to control coherence and change the mechanisms used for light harvesting," says Professor Curmi.

The next step will be to compare the biology of different cryptophytes, such as whether they inhabit different environmental niches, to work out whether the quantum coherence effect is assisting their survival. [8]

## Photoactive Prebiotic Systems

We propose that life first emerged in the form of such minimal photoactive prebiotic kernel systems and later in the process of evolution these photoactive prebiotic kernel systems would have produced fatty acids and covered themselves with fatty acid envelopes to become the minimal cells of the Fatty Acid World. Specifically, we model self-assembling of photoactive
prebiotic systems with observed quantum entanglement phenomena. We address the idea that quantum entanglement was important in the first stages of origins of life and evolution of the biospheres because simultaneously excite two prebiotic kernels in the system by appearance of two additional quantum entangled excited states, leading to faster growth and self-replication of minimal living cells. The quantum mechanically modeled possibility of synthesizing artificial selfreproducing quantum entangled prebiotic kernel systems and minimal cells also impacts the possibility of the most probable path of emergence of photocells on the Earth or elsewhere. We also examine the quantum entangled logic gates discovered in the modeled systems composed of two prebiotic kernels. Such logic gates may have application in the destruction of cancer cells or becoming building blocks of new forms of artificial cells including magnetically active ones.

## Significance Statement

Our investigated self-assembly of molecules towards supramolecular bioorganic and minimal cellular systems depends on the quantum mechanics laws which induce hydrogen and Van der Waals bindings (Tamulis A, Grigalavicius, M, Orig Life Evol Biosph 41:51-71, 2011).

In the work presented here, quantum entanglement takes the form of a quantum superposition of the active components in synthesized self-assembling and self-replicating living systems. When a quantum calculation of an entangled system is made that causes one photoactive biomolecule of such a pair to take on a definite value (e.g., electron density transfer or electron spin density transfer), the other member of this entangled pair will be found to have taken the appropriately correlated value (e.g., electron density transfer or electron spin density transfer). In our simulations, the separation distance of supramolecular bio systems changes took place during geometry optimization procedures, which mimic real-world intermolecular interaction processes.

Our discovered phenomenon of the quantum entanglement in the prebiotic systems enhance the photosynthesis in the proposed systems because simultaneously excite two prebiotic kernels in the system by appearance of two additional quantum entangled excited states (Tamulis A, Grigalavicius M, Baltrusaitis J, Orig Life Evol Biosph 43:49-66, 2013; Tamulis A, Grigalavicius M, Krisciukaitis S (2014) , J Comput Theor Nanos, 11, 1597-1608, 2014; Tamulis A, Grigalavicius M, 8:117-140, 2014.). We can propose that quantum entanglement enhanced the emergence of photosynthetic prebiotic kernels and accelerated the evolution of photosynthetic life because of additional absorbed light energy, leading to faster growth and self-replication of minimal living cells.

We can state that: Livings are self-assembled and self-replicating wet and warm stochastically moving supramolecular systems where quantum entanglement can be continuously generated and destroyed by non-equilibrium effects in an environment where no static entanglement exists; quantum entanglement involve the biomolecule inside one living or between other neighboring livings.

This warm quantum coherence is basic for the explanation of DNA stability and for the understanding of brain magnetic orientation during migration in more than 50 species of birds, fishes and insects. Exists experimental evidence for quantum-coherent is used for more efficient light-harvesting in plant photosynthesis. Quantum entanglement exists in supramolecules determining the sense of smell and in the brain neurons microtubules due to quantum vibrations.

In the work presented here, we started to design and quantum mechanical investigations of the molecular logical devices which are useful for construction of nano medicine biorobots against the molecular diseases such a cancer tumors, and against the new kinds of synthesized microorganisms and nano guns.

Figure legend


You can see in the enclosed figure the quantum entanglement phenomenon in the closely selfassembled two synthesized protocell system due to the photo excited electron charge transfer from one protocell to another that leads to closer self-assembly and exchange of energy and information.

Visualization of the electron charge tunneling associated with the 6th ( 467.3 nm ) excited state. The transition is mainly from squarine molecule of the first protocell situated in the bottom of this bi cellular system to precursor of fatty acid (pFA) molecule of the second subsystem (in the top) and little from the 1,4-bis(N,N-dimethylamino) naphthalene molecule (in the top-right) to the same pFA molecule of the second subsystem (in the top). The electron cloud hole is indicated by the dark blue color while the transferred electron cloud location is designated by the gray color.

As a result, these nonlinear quantum interactions compressed the overall molecular system resulting in a smaller gap between the HOMO and LUMO electron energy levels which allows
enhanced tunneling of photo excited electrons from the sensitizer squarine and (1,4bis(N,Ndimethylamino)naphthalene) to the pFA molecule resulting in its cleavage. The new fatty acid joins the existing minimal cell thus increasing it in size. After reaching some critical size, the minimal cell should divide (i.e. self-replicate) into two separate smaller minimal cells. [7]

## Quantum Biology

Researchers have long suspected that something unusual is afoot in photosynthesis. Particles of light called photons, streaming down from the Sun; arrive randomly at the chlorophyll molecules and other light-absorbing 'antenna' pigments that cluster inside the cells of every leaf, and within every photosynthetic bacterium. But once the photons' energy is deposited, it doesn't stay random. Somehow, it gets channeled into a steady flow towards the cell's photosynthetic reaction centre, which can then use it at maximum efficiency to convert carbon dioxide into sugars. Quantum coherence in photosynthesis seems to be beneficial to the organisms using it. But did their ability to exploit quantum effects evolve through natural selection? Or is quantum coherence just an accidental side effect of the way certain molecules are structured? [6]

## Quantum Consciousness

Extensive scientific investigation has found that a form of quantum coherence operates within living biological systems through what is known as biological excitations and biophoton emission. What this means is that metabolic energy is stored as a form of electromechanical and electromagnetic excitations. These coherent excitations are considered responsible for generating and maintaining long-range order via the transformation of energy and very weak electromagnetic signals. After nearly twenty years of experimental research, Fritz-Albert Popp put forward the hypothesis that biophotons are emitted from a coherent electrodynamics field within the living system.

What this means is that each living cell is giving off, or resonating, a biophoton field of coherent energy. If each cell is emitting this field, then the whole living system is, in effect, a resonating field-a ubiquitous nonlocal field. And since biophotons are the entities through which the living system communicates, there is near-instantaneous intercommunication throughout. And this, claims Popp, is the basis for coherent biological organization -- referred to as quantum coherence. This discovery led Popp to state that the capacity for evolution rests not on aggressive struggle and rivalry but on the capacity for communication and cooperation. In this sense the built-in capacity for species evolution is not based on the individual but rather living systems that are interlinked within a coherent whole: Living systems are thus neither the subjects alone, nor objects isolated, but both subjects and objects in a mutually communicating universe of meaning. . . . Just as the cells in an organism take on different tasks for the whole, different populations enfold information not only for themselves, but for all other organisms, expanding the consciousness of the whole, while at the same time becoming more and more aware of this collective consciousness.

Biophysicist Mae-Wan Ho describes how the living organism, including the human body, is coordinated throughout and is "coherent beyond our wildest dreams." It appears that every part of our body is "in communication with every other part through a dynamic, tunable, responsive, liquid crystalline medium that pervades the whole body, from organs and tissues to the interior of every cell."

What this tells us is that the medium of our bodies is a form of liquid crystal, an ideal transmitter of communication, resonance, and coherence. These relatively new developments in biophysics have discovered that all biological organisms are constituted of a liquid crystalline medium. Further, DNA is a liquid-crystal, lattice-type structure (which some refer to as a liquid crystal gel), whereby body cells are involved in a holographic instantaneous communication via the emitting of biophotons (a source based on light). This implies that all living biological organisms continuously emit radiations of light that form a field of coherence and communication. Moreover, biophysics has discovered that living organisms are permeated by quantum wave forms. [5]

## Creating quantum technology

Another area of potential application is in quantum computing. The long-standing goal of the physicists and engineers working in this area is to manipulate data encoded in quantum bits (qubits) of information, such as the spin-up and spin-down states of an electron or of an atomic nucleus. Qubits can exist in both states at once, thus permitting the simultaneous exploration of all possible answers to the computation that they encode. In principle, this would give quantum computers the power to find the best solution far more quickly than today's computers can - but only if the qubits can maintain their coherence, without the noise of the surrounding environment, such as the jostling of neighboring atoms, destroying the synchrony of the waves. [6]

## Quantum Entanglement

Measurements of physical properties such as position, momentum, spin, polarization, etc. performed on entangled particles are found to be appropriately correlated. For example, if a pair of particles is generated in such a way that their total spin is known to be zero, and one particle is found to have clockwise spin on a certain axis, then the spin of the other particle, measured on the same axis, will be found to be counterclockwise. Because of the nature of quantum measurement, however, this behavior gives rise to effects that can appear paradoxical: any measurement of a property of a particle can be seen as acting on that particle (e.g. by collapsing a number of superimposed states); and in the case of entangled particles, such action must be on the entangled system as a whole. It thus appears that one particle of an entangled pair "knows" what measurement has been performed on the other, and with what outcome, even though there is no known means for such information to be communicated between the particles, which at the time of measurement may be separated by arbitrarily large distances. [4]

## The Bridge

The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but the Heisenberg Uncertainty Relation, the wave particle duality and the electron's spin also, building the bridge between the Classical and Quantum Theories. [1]

## Accelerating charges

The moving charges are self maintain the electromagnetic field locally, causing their movement and this is the result of their acceleration under the force of this field. In the classical physics the charges will distributed along the electric current so that the electric potential lowering along the current, by linearly increasing the way they take every next time period because this accelerated motion. The same thing happens on the atomic scale giving a dp impulse difference and a dx way difference between the different part of the not point like particles.

## Relativistic effect

Another bridge between the classical and quantum mechanics in the realm of relativity is that the charge distribution is lowering in the reference frame of the accelerating charges linearly: $\mathrm{ds} / \mathrm{dt}=$ at (time coordinate), but in the reference frame of the current it is parabolic: $s=a / 2 t^{2}$ (geometric coordinate).

## Heisenberg Uncertainty Relation

In the atomic scale the Heisenberg uncertainty relation gives the same result, since the moving electron in the atom accelerating in the electric field of the proton, causing a charge distribution on delta $x$ position difference and with a delta $p$ momentum difference such a way that they product is about the half Planck reduced constant. For the proton this delta $x$ much less in the nucleon, than in the orbit of the electron in the atom, the delta $p$ is much higher because of the greater proton mass.

This means that the electron and proton are not point like particles, but has a real charge distribution.

## Wave - Particle Duality

The accelerating electrons explains the wave - particle duality of the electrons and photons, since the elementary charges are distributed on delta $x$ position with delta $p$ impulse and creating a wave packet of the electron. The photon gives the electromagnetic particle of the mediating force of the electrons electromagnetic field with the same distribution of wavelengths.

## Atomic model

The constantly accelerating electron in the Hydrogen atom is moving on the equipotential line of the proton and it's kinetic and potential energy will be constant. Its energy will change only when it
is changing its way to another equipotential line with another value of potential energy or getting free with enough kinetic energy. This means that the Rutherford-Bohr atomic model is right and only that changing acceleration of the electric charge causes radiation, not the steady acceleration. The steady acceleration of the charges only creates a centric parabolic steady electric field around the charge, the magnetic field. This gives the magnetic moment of the atoms, summing up the proton and electron magnetic moments caused by their circular motions and spins.

## The Relativistic Bridge

Commonly accepted idea that the relativistic effect on the particle physics it is the fermions' spin another unresolved problem in the classical concepts. If the electric charges can move only with accelerated motions in the self maintaining electromagnetic field, once upon a time they would reach the velocity of the electromagnetic field. The resolution of this problem is the spinning particle, constantly accelerating and not reaching the velocity of light because the acceleration is radial. One origin of the Quantum Physics is the Planck Distribution Law of the electromagnetic oscillators, giving equal intensity for 2 different wavelengths on any temperature. Any of these two wavelengths will give equal intensity diffraction patterns, building different asymmetric constructions, for example proton - electron structures (atoms), molecules, etc. Since the particles are centers of diffraction patterns they also have particle - wave duality as the electromagnetic waves have. [2]

## The weak interaction

The weak interaction transforms an electric charge in the diffraction pattern from one side to the other side, causing an electric dipole momentum change, which violates the CP and time reversal symmetry. The Electroweak Interaction shows that the Weak Interaction is basically electromagnetic in nature. The arrow of time shows the entropy grows by changing the temperature dependent diffraction patterns of the electromagnetic oscillators.

Another important issue of the quark model is when one quark changes its flavor such that a linear oscillation transforms into plane oscillation or vice versa, changing the charge value with 1 or -1. This kind of change in the oscillation mode requires not only parity change, but also charge and time changes (CPT symmetry) resulting a right handed anti-neutrino or a left handed neutrino.

The right handed anti-neutrino and the left handed neutrino exist only because changing back the quark flavor could happen only in reverse, because they are different geometrical constructions, the $u$ is 2 dimensional and positively charged and the $d$ is 1 dimensional and negatively charged. It needs also a time reversal, because anti particle (anti neutrino) is involved.

The neutrino is a $1 / 2$ spin creator particle to make equal the spins of the weak interaction, for example neutron decay to 2 fermions, every particle is fermions with $1 / 2$ spin. The weak interaction changes the entropy since more or less particles will give more or less freedom of movement. The entropy change is a result of temperature change and breaks the equality of oscillator diffraction
intensity of the Maxwell-Boltzmann statistics. This way it changes the time coordinate measure and makes possible a different time dilation as of the special relativity.

The limit of the velocity of particles as the speed of light appropriate only for electrical charged particles, since the accelerated charges are self maintaining locally the accelerating electric force. The neutrinos are CP symmetry breaking particles compensated by time in the CPT symmetry, that is the time coordinate not works as in the electromagnetic interactions, consequently the speed of neutrinos is not limited by the speed of light.

The weak interaction T-asymmetry is in conjunction with the T-asymmetry of the second law of thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes the
weak interaction, for example the Hydrogen fusion.
Probably because it is a spin creating movement changing linear oscillation to 2 dimensional oscillation by changing $d$ to $u$ quark and creating anti neutrino going back in time relative to the proton and electron created from the neutron, it seems that the anti neutrino fastest then the velocity of the photons created also in this weak interaction?

A quark flavor changing shows that it is a reflection changes movement and the CP - and T symmetry breaking!!! This flavor changing oscillation could prove that it could be also on higher level such as atoms, molecules, probably big biological significant molecules and responsible on the aging of the life.

Important to mention that the weak interaction is always contains particles and antiparticles, where the neutrinos (antineutrinos) present the opposite side. It means by Feynman's interpretation that these particles present the backward time and probably because this they seem to move faster than the speed of light in the reference frame of the other side.

Finally since the weak interaction is an electric dipole change with $1 / 2$ spin creating; it is limited by the velocity of the electromagnetic wave, so the neutrino's velocity cannot exceed the velocity of light.

## The General Weak Interaction

The Weak Interactions T-asymmetry is in conjunction with the T-asymmetry of the Second Law of Thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes for example the Hydrogen fusion. The arrow of time by the Second Law of Thermodynamics shows the increasing entropy and decreasing information by the Weak Interaction, changing the temperature dependent diffraction patterns. A good example of this is the neutron decay, creating more particles with less known information about them.
The neutrino oscillation of the Weak Interaction shows that it is a general electric dipole change and it is possible to any other temperature dependent entropy and information changing diffraction pattern of atoms, molecules and even complicated biological living structures. We can generalize the weak interaction on all of the decaying matter constructions, even on the biological too. This gives the limited lifetime for the biological constructions also by the arrow of
time. There should be a new research space of the Quantum Information Science the 'general neutrino oscillation' for the greater then subatomic matter structures as an electric dipole change.

There is also connection between statistical physics and evolutionary biology, since the arrow of time is working in the biological evolution also.
The Fluctuation Theorem says that there is a probability that entropy will flow in a direction opposite to that dictated by the Second Law of Thermodynamics. In this case the Information is growing that is the matter formulas are emerging from the chaos. So the Weak Interaction has two directions, samples for one direction is the Neutron decay, and Hydrogen fusion is the opposite direction.

## Fermions and Bosons

The fermions are the diffraction patterns of the bosons such a way that they are both sides of the same thing.

## Van Der Waals force

Named after the Dutch scientist Johannes Diderik van der Waals - who first proposed it in 1873 to explain the behaviour of gases - it is a very weak force that only becomes relevant when atoms and molecules are very close together. Fluctuations in the electronic cloud of an atom mean that it will have an instantaneous dipole moment. This can induce a dipole moment in a nearby atom, the result being an attractive dipole-dipole interaction.

## Electromagnetic inertia and mass

## Electromagnetic Induction

Since the magnetic induction creates a negative electric field as a result of the changing acceleration, it works as an electromagnetic inertia, causing an electromagnetic mass. [1]

## Relativistic change of mass

The increasing mass of the electric charges the result of the increasing inductive electric force acting against the accelerating force. The decreasing mass of the decreasing acceleration is the result of the inductive electric force acting against the decreasing force. This is the relativistic mass change explanation, especially importantly explaining the mass reduction in case of velocity decrease.

## The frequency dependence of mass

Since $\boldsymbol{E}=\boldsymbol{h} \boldsymbol{v}$ and $\boldsymbol{E}=\boldsymbol{m} \boldsymbol{c}^{\mathbf{2}}, \boldsymbol{m}=\boldsymbol{h} \boldsymbol{v} / \boldsymbol{c}^{\mathbf{2}}$ that is the $\boldsymbol{m}$ depends only on the $\boldsymbol{v}$ frequency. It means that the mass of the proton and electron are electromagnetic and the result of the electromagnetic induction, caused by the changing acceleration of the spinning and moving charge! It could be that the $\boldsymbol{m}_{\boldsymbol{o}}$ inertial mass is the result of the spin, since this is the only accelerating motion of the electric charge. Since the accelerating motion has different frequency for the electron in the atom
and the proton, they masses are different, also as the wavelengths on both sides of the diffraction pattern, giving equal intensity of radiation.

## Electron - Proton mass rate

The Planck distribution law explains the different frequencies of the proton and electron, giving equal intensity to different lambda wavelengths! Also since the particles are diffraction patterns they have some closeness to each other - can be seen as a gravitational force. [2]

There is an asymmetry between the mass of the electric charges, for example proton and electron, can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy distribution is asymmetric around the maximum intensity, where the annihilation of matter and antimatter is a high probability event. The asymmetric sides are creating different frequencies of electromagnetic radiations being in the same intensity level and compensating each other. One of these compensating ratios is the electron - proton mass ratio. The lower energy side has no compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

## Gravity from the point of view of quantum physics

## The Gravitational force

The gravitational attractive force is basically a magnetic force.
The same electric charges can attract one another by the magnetic force if they are moving parallel in the same direction. Since the electrically neutral matter is composed of negative and positive charges they need 2 photons to mediate this attractive force, one per charges. The Bing Bang caused parallel moving of the matter gives this magnetic force, experienced as gravitational force.

Since graviton is a tensor field, it has spin $=2$, could be 2 photons with spin $=1$ together.
You can think about photons as virtual electron - positron pairs, obtaining the necessary virtual mass for gravity.

The mass as seen before a result of the diffraction, for example the proton - electron mass rate $\mathrm{Mp}=1840 \mathrm{Me}$. In order to move one of these diffraction maximum (electron or proton) we need to intervene into the diffraction pattern with a force appropriate to the intensity of this diffraction maximum, means its intensity or mass.

The Big Bang caused acceleration created radial currents of the matter, and since the matter is composed of negative and positive charges, these currents are creating magnetic field and attracting forces between the parallel moving electric currents. This is the gravitational force experienced by the matter, and also the mass is result of the electromagnetic forces between the charged particles. The positive and negative charged currents attracts each other or by the magnetic forces or by the much stronger electrostatic forces!?

The gravitational force attracting the matter, causing concentration of the matter in a small space and leaving much space with low matter concentration: dark matter and energy.
There is an asymmetry between the mass of the electric charges, for example proton and electron, can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy
distribution is asymmetric around the maximum intensity, where the annihilation of matter and antimatter is a high probability event. The asymmetric sides are creating different frequencies of electromagnetic radiations being in the same intensity level and compensating each other. One of these compensating ratios is the electron - proton mass ratio. The lower energy side has no compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

## The Higgs boson

By March 2013, the particle had been proven to behave, interact and decay in many of the expected ways predicted by the Standard Model, and was also tentatively confirmed to have + parity and zero spin, two fundamental criteria of a Higgs boson, making it also the first known scalar particle to be discovered in nature, although a number of other properties were not fully proven and some partial results do not yet precisely match those expected; in some cases data is also still awaited or being analyzed.

Since the Higgs boson is necessary to the W and Z bosons, the dipole change of the Weak interaction and the change in the magnetic effect caused gravitation must be conducted. The Wien law is also important to explain the Weak interaction, since it describes the $T_{\text {max }}$ change and the diffraction patterns change. [2]

## Higgs mechanism and Quantum Gravity

The magnetic induction creates a negative electric field, causing an electromagnetic inertia. Probably it is the mysterious Higgs field giving mass to the charged particles? We can think about the photon as an electron-positron pair, they have mass. The neutral particles are built from negative and positive charges, for example the neutron, decaying to proton and electron. The wave - particle duality makes sure that the particles are oscillating and creating magnetic induction as an inertial mass, explaining also the relativistic mass change. Higher frequency creates stronger magnetic induction, smaller frequency results lesser magnetic induction. It seems to me that the magnetic induction is the secret of the Higgs field.

In particle physics, the Higgs mechanism is a kind of mass generation mechanism, a process that gives mass to elementary particles. According to this theory, particles gain mass by interacting with the Higgs field that permeates all space. More precisely, the Higgs mechanism endows gauge bosons in a gauge theory with mass through absorption of Nambu-Goldstone bosons arising in spontaneous symmetry breaking.

The simplest implementation of the mechanism adds an extra Higgs field to the gauge theory. The spontaneous symmetry breaking of the underlying local symmetry triggers conversion of components of this Higgs field to Goldstone bosons which interact with (at least some of) the other fields in the theory, so as to produce mass terms for (at least some of) the gauge bosons. This mechanism may also leave behind elementary scalar (spin-0) particles, known as Higgs bosons.

In the Standard Model, the phrase "Higgs mechanism" refers specifically to the generation of masses for the $\mathrm{W}^{ \pm}$, and Z weak gauge bosons through electroweak symmetry breaking. The Large Hadron Collider at CERN announced results consistent with the Higgs particle on July 4, 2012 but stressed that further testing is needed to confirm the Standard Model.

## What is the Spin?

So we know already that the new particle has spin zero or spin two and we could tell which one if we could detect the polarizations of the photons produced. Unfortunately this is difficult and neither ATLAS nor CMS are able to measure polarizations. The only direct and sure way to confirm that the particle is indeed a scalar is to plot the angular distribution of the photons in the rest frame of the centre of mass. A spin zero particles like the Higgs carries no directional information away from the original collision so the distribution will be even in all directions. This test will be possible when a much larger number of events have been observed. In the mean time we can settle for less certain indirect indicators.

## The Graviton

In physics, the graviton is a hypothetical elementary particle that mediates the force of gravitation in the framework of quantum field theory. If it exists, the graviton is expected to be massless (because the gravitational force appears to have unlimited range) and must be a spin- 2 boson. The spin follows from the fact that the source of gravitation is the stress-energy tensor, a second-rank tensor (compared to electromagnetism's spin-1 photon, the source of which is the four-current, a first-rank tensor). Additionally, it can be shown that any massless spin-2 field would give rise to a force indistinguishable from gravitation, because a massless spin-2 field must couple to (interact with) the stress-energy tensor in the same way that the gravitational field does. This result suggests that, if a massless spin-2 particle is discovered, it must be the graviton, so that the only experimental verification needed for the graviton may simply be the discovery of a massless spin-2 particle. [3]

## Conclusions

Exists experimental evidence for quantum-coherent is used for more efficient light-harvesting in plant photosynthesis. Quantum entanglement exists in supramolecules determining the sense of smell and in the brain neurons microtubules due to quantum vibrations.
In the work presented here, we started to design and quantum mechanical investigations of the molecular logical devices which are useful for construction of nano medicine biorobots against the molecular diseases such a cancer tumors, and against the new kinds of synthesized microorganisms and nano guns. [7]

One of the most important conclusions is that the electric charges are moving in an accelerated way and even if their velocity is constant, they have an intrinsic acceleration anyway, the so called spin, since they need at least an intrinsic acceleration to make possible they movement . The accelerated charges self-maintaining potential shows the locality of the relativity, working on the quantum level also. [1]
The bridge between the classical and quantum theory is based on this intrinsic acceleration of the spin, explaining also the Heisenberg Uncertainty Principle. The particle - wave duality of the electric charges and the photon makes certain that they are both sides of the same thing. The

Secret of Quantum Entanglement that the particles are diffraction patterns of the
electromagnetic waves and this way their quantum states every time is the result of the quantum state of the intermediate electromagnetic waves. [2]
These relatively new developments in biophysics have discovered that all biological organisms are constituted of a liquid crystalline medium. Further, DNA is a liquid-crystal, lattice-type structure (which some refer to as a liquid crystal gel), whereby body cells are involved in a holographic instantaneous communication via the emitting of biophotons (a source based on light). This implies that all living biological organisms continuously emit radiations of light that form a field of coherence and communication. Moreover, biophysics has discovered that living organisms are permeated by quantum wave forms. [5]
Basing the gravitational force on the accelerating Universe caused magnetic force and the Planck Distribution Law of the electromagnetic waves caused diffraction gives us the basis to build a Unified Theory of the physical interactions also.
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