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## Open Access


#### Abstract

Background: The aim of this study is to evaluate the possible relationship between human papillomavirus (HPV) and malignant melanoma. Objectives: In this systematic review we re-analysed the study of Roussaki-Schulze et al. and La Placa et al. so that some new inferences can be drawn. Materials and methods: Roussaki-Schulze et al. obtained data from 28 human melanoma biopsy specimens and from 6 healthy individuals. La Placa et al. investigated 51 primary melanoma (PM) and in 20 control skin samples. The HPV DNA was determined by polymerase chain reaction (PCR). Statistical Analysis: The method of the conditio per quam relationship was used to proof the hypothesis whether the presence of human papillomavirus (HPV) guarantees the presence of malignant melanoma. In other words, if human papillomavirus (HPV) is present, then malignant melanoma must be present too. The mathematical formula of the causal relationship $k$ was used to proof the hypothesis, whether there is a cause effect relationship between human papillomavirus (HPV) and malignant melanoma. Significance was indicated by a p-value of less than 0.05 . Results: Based on the data as published by Roussaki-Schulze et al. and La Placa et al. the presence of human papillomavirus (HPV) guarantees the presence of malignant melanoma. In other words, human papillomavirus (HPV) is a conditio per quam of malignant melanoma. In contrast to the study of La Placa et al. and contrary to expectation, the study of Roussaki-Schulze et al. which is based on a very small sample size failed to provide a significant cause effect relationship between human papillomavirus (HPV) and malignant melanoma. Conclusions: Human papillomavirus (HPV) is a necessary condition of malignant melanoma. Human papillomavirus (HPV) is a cause of malignant melanoma.
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## 1. Introduction

Melanoma is a rare form of skin cancer and most common in adults. Still, sometimes melanoma is found in adolescents and children too. Melanoma can occur anywhere on the skin and even at locations which are not exposed [1] extensively to ultraviolet (UV) radiation. The incidence and mortality rates of melanoma have risen for many decades while the etiology of melanoma remains unclear. In recent years there has been a dramatic increase [2] in incidence especially in people over the age of 60 . Meanwhile, some risk factors for melanoma including exposure to ultraviolet (UV) radiation, high numbers of common naevi, large congenital naevi, multiple and/or atypical (Bauer) naevi (dysplastic naevi) [3] et cetera have been discussed. Thus far, an increased exposure to ultraviolet (UV) radiation [4] is generally considered to be the major environments cause of melanoma. Still, melanoma appears to be an immunogenic tumor too since especially immunosuppressed [5] patients seem to have a higher risk of developing this neoplasm. The primary treatment of melanoma is a surgical excision, sometimes radiotherapy is indicated. Under some specific circumstances a chemotherapy (Decarbazine, Temozolomide, Paclitaxel, Cisplatin, Carboplatin), or an immunotherapy including Interferon (IFN)-Alpha or anti-CTLA-4 antibody ipilimumab or the use of of BRAF/MEK inhibitors (vemurafenib, dabrafenib, trametinib) is offered to patients. The PD-1 antibodies pembrolizumab and nivolumab are approved for therapy of unresectable metastatic melanoma. Melanoma is able to metastasise to the with the consequence that Patients with brain metastases have a life expectancy of only 3 to 5 months. Even if new melanoma therapies are being developed rapidly, a cure of this many times deadly disease is still not in sight.

## 2. Material and methods

### 2.1. Study design of Roussaki-Schulze et al.

Roussaki-Schulze et al. [6] designed a retrospective study was to evaluate the presence of human papillomavirus (HPV) DNA in 28 paraffin wax-embedded and formalin-fixed melanoma biopsy specimens and within 6 controls. Roussaki-Schulze et al. determined that five of 28 biopsy melanoma specimens were positive for HPV DNA. In contrast to this, Roussaki-Schulze et al. were not able to detected HPV DNA in any of the biopsy specimens of the control group (0/6). The following $2 \times 2$ table (Table 1) may illustrate the data as obtained by Roussaki-Schulze et al.

Table 1. The relationship between of human papillomavirus (HPV) and malignat melanoma.

|  |  | Malignant melanoma |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | YES | NO | SUM |
| HPV DNA | YES | 5 | 0 | 5 |
|  | NO | 23 | 6 | 29 |
|  | SUM | 28 | 6 | 34 |

### 2.2. Study design of La Placa et al.

La Placa et al. [7] investigated the presence of human papillomavirus (HPV DNA) in 51 primary melanoma (PM) and in 20 control skin samples using two different polymerase chain reaction-enzyme-linked immunosorbent assay (PCR-ELISA) methods. HPV DNA were detected in 14 from 51 primary melanoma ( PM ) cases while all control skin samples were negative. The following $2 \times 2$ table (Table 2) may illustrate the data as obtained by La Placa et al.

Table 2. The relationship between of human papillomavirus (HPV) and malignat melanoma.

|  |  | Malignant melanoma |  |  |
| :---: | :---: | :---: | :---: | :---: |
| HPV DNA | YES | YES | NO | SUM |
|  | NO | 14 | 0 | 14 |
|  | SUM | 37 | 20 | 57 |

### 2.3. Methods

All statistical analyses were performed with Microsoft Excel version 14.0.7166.5000 (32Bit) software (Microsoft GmbH, Munich, Germany).

### 2.3.1. Conditio per quam

The formula of the conditio per quam relationship

$$
\begin{equation*}
\mathrm{p}(\mathrm{HPV} \rightarrow \text { Malignant melanoma }) \tag{1}
\end{equation*}
$$

was used to proof the hypothesis: if HPV infection then malignant melanoma.

## Scholium.

Historically, the notion sufficient condition is known since thousands of years. Many authors testified original contributions of the notion material implication only for Diodorus Cronus. Still, Philo the Logician ( $\sim 300 \mathrm{BC}$ ), a member of a group of early Hellenistic philosophers (the Dialectical school), is the main forerunner of the notion material implication and has made some groundbreaking contributions [8] to the basics of this relationship. As it turns out, it is very hard to think of the "conditio per quam" relationship without considering the historical background of this concept. Remarkable as it is, Philo's concept of the material implications came very close [9] to that of modern concept material implication. In propositional logic, a conditional is generally symbolized as "p -> q" or in spoken language "if p then q ". Both q and p are statements, with q the consequent and p the antecedent. Many times, the logical relation between the consequent and the antecedent is called a material implication. In general, a conditional "if $p$ then $q$ " is false only if $p$ is true and q is false otherwise, in the three other possible combinations, the conditional is always true. In other words, to say that p is a sufficient condition for q is to say that the presence of p guarantees the presence of q . In other words, it is impossible to have p without q . If p
is present, then $q$ must also be present. To show that p is not sufficient for q , we come up with cases where p is present but q is not. In a well-known that the notion of necessary condition can be used in defining what a sufficient condition is (and vice versa). In general, $p$ is a necessary condition for $q$ if it is impossible to have $q$ without $p$. In fact, the absence of p guarantees the absence of q . A necessary condition is sometimes also called "an essential condition" or a condition sine qua non. To show that $p$ is not a necessary condition for q , it is necessary to find an event or circumstances where q is present but p is not. Especially, necessary and sufficient conditions are converses of each other. Thus far, there is a straightforward way to give a precise and comprehensive account of the meaning of the term necessary (or sufficient) condition itself. On any view, logic has as one of its goals to characterize the most basic, the most simple and the most general laws of objective reality. Especially, in logic, these notions are defined and meanwhile transferred into Biostatistics [10] too. What, then, is a sufficient (or a necessary) condition from the standpoint of (Bio-) statistics? (Bio-) statistics generalizes the notions of a sufficient or a necessary condition from one single Bernoulli trial to N Bernoulli trials [11].

### 2.3.2. Rule of three

In general, describing properties of data (descriptive statistics) or drawing conclusions about a population of interest based on a sample drawn from that population (inferential statistics) is of key importance in empirical scientific research. Many times, the relation between empirical data and hypotheses is based on a set of measurements of individuals (a sample, a subset of a population) from a certain population (a set of objects which are of interest in a statistical study). The distinction between a sample together with its statistics and a population together with its parameters is of fundamental importance, since every scientific research rests on it. A sample either selected at random or at least representative is used to make inferences about a population from which the same sample was drawn. Generally, the quality of the data is only as good as the sample that produced it. From the sample data various statistics can be calculated. And yet, it is worth noting that despite a long history of progress in statistics, an estimate can be distorted or biased and depends not only on the size of a sample. One such statistics is the key idea of the construction of the $i$. e. $95 \%$ confidence interval. These confidence intervals itself are constructed entirely from the sample data. Confidence intervals for proportions or a population mean of random variables which are not normally distributed in the population can be constructed while relying on the central limit theorem as long as the sample sizes and counts are big enough (i. e. a sample size of $\mathrm{n}=30$ and more). A formula, justified by the central limit theorem, is

$$
\begin{equation*}
\mathrm{p}_{\text {Crit }}=\mathrm{p}_{\text {Calc }} \pm\left(\mathrm{z}_{\text {Alpha/2 }} \times\left(\sqrt[2]{\frac{1}{\mathrm{~N}} \times \mathrm{p}_{\text {Calc }} \times\left(1-\mathrm{p}_{\text {Calc }}\right)}\right)\right) \tag{2}
\end{equation*}
$$

where $\mathrm{p}_{\text {Calc }}$ is the proportion of successes in a Bernoulli trial process with N trials yielding $X$ successes and $\mathrm{N}-\mathrm{X}$ failures and z is the $1-(\mathrm{Alpha} / 2)$ quantile of a standard normal distribution corresponding to the significance level alpha. For example, for a $95 \%$ confidence level alpha $=0.05$ and z is $\mathrm{z}=1.96$. The Agresti-Coull [12] interval is also another method for calculating binomial confidence intervals. But it is worth noting that another very common technique for calculating binomial confidence intervals was published by Clopper-Pearson [13] too. A faster and an alternative way to determine the lower and upper "exact" confidence interval for $\mathrm{p}_{\text {Calc }}$ is justified by the F distribution [14]. In this study, we will use the rule of three [15] to calculate the confidence interval for $p_{\text {Calc. }}$. Briefly sketched, the rule of three can be derived [16] from the binomial model. The rule of three defines that $3 / \mathrm{N}$ is an upper $95 \%$ confidence bound for a binomial probability $p_{\text {Calc }}$ when in N independent trials no events occur [17]. Under conditions where a certain event did not occur [18] in a sample with N subjects (i. e. $\mathrm{p}_{\text {Calc }}=0$ ) the interval from 0 to $3 / \mathrm{n}$ is called a $95 \%$ classical confidence interval for the binomial parameter for the rate of occurrences in the population. According to the rule of the three the same interval is calculated for a sample sizes of $30-50$ or more as

$$
\begin{equation*}
\mathrm{p}_{\mathrm{Crit}}=\left(\frac{3}{\mathrm{~N}}\right) \tag{3}
\end{equation*}
$$

By symmetry, the one-sided 95 percent confidence interval for only successes (i.e. $\mathrm{p}_{\text {Calc }}=1$ ) is

$$
\begin{equation*}
\mathrm{p}_{\mathrm{Crit}}=1-\left(\frac{3}{\mathrm{~N}}\right) \tag{4}
\end{equation*}
$$

The rule of three applies to any Bernoulli trial done n times. The $95 \%$ confidence interval for a certain event in the population is the interval from 0 to $3 / \mathrm{n}$, it the same certain event did not occur in a sample with $n$ subjects. By symmetry, for only successes, the $95 \%$ confidence interval is $(1-3 / \mathrm{n})$. The numerator value of 3.51 may be used for the $97 \%$ confidence interval, the numerator value of 4.61 may be used for the $99 \%$ confidence interval and the numerator value 5.3 may be used for $99.5 \%$ confidence interval.

### 2.3.3. The mathematical formula of the causal relationship $k$

The mathematical formula of the causal relationship k [19] and the chi-square distribution [20] were applied to determine the significance of causal relationship between a Helicobacter pylori infection and human gastric cancer. A one-tailed test makes it much more easier to reject a null hypothesis (no causal relationship) while a two-tailed test makes it more difficult to reject a null hypothesis and is more conservative on this account. For this reason, in causal relationship testing, a two-tailed test is preferred as much as possible. In general, a $p$ value of $<0.05$ is considered as significant.

### 2.3.3. The chi square distribution

The chi-squared distribution [20] is a widely known distribution and used in hypothesis testing, in inferential statistics or in construction of confidence intervals. The critical values of the chi square distribution are visualized by Table 3.

Table 3. The critical values of the chi square distribution (degrees of freedom: 1).

|  |  |  |  |
| :---: | :--- | :--- | :--- |
|  | $\mathbf{p - V a l u e}$ | One sided $\mathbf{X}^{\mathbf{2}}$ | Two sided X ${ }^{\mathbf{2}}$ |
|  | 0,1000000000 | 1,642374415 | 2,705543454 |
| $\mathbf{0 , 0 5 0 0 0 0 0 0 0 0}$ | $\mathbf{2 , 7 0 5 5 4 3 4 5 4}$ | $\mathbf{3 , 8 4 1 4 5 8 8 2 1}$ |  |
| The chi square | 0,0400000000 | 3,06490172 | 4,217884588 |
| distribution | 0,0300000000 | 3,537384596 | 4,709292247 |
|  | 0,0200000000 | 4,217884588 | 5,411894431 |
|  | 0,0100000000 | 5,411894431 | 6,634896601 |
|  | 0,0010000000 | 9,549535706 | 10,82756617 |
|  | 0,0001000000 | 13,83108362 | 15,13670523 |
|  | 0,0000100000 | 18,18929348 | 19,51142096 |
|  | 0,0000010000 | 22,59504266 | 23,92812698 |
|  | 0,0000001000 | 27,03311129 | 28,37398736 |
| 0,0000000100 | 31,49455797 | 32,84125335 |  |
| 0,0000000010 | 35,97368894 | 37,32489311 |  |
|  | 0,0000000001 | 40,46665791 | 41,82145620 |

### 2.3.4. Fisher's exact test

A test statistics of independent and more or less normally distributed data which follow a chi-squared distribution is valid as with many statistical tests due to the central limit theorem. Especially, with large samples, a chi-squared distribution can be used. A sample is considered as large when the sample size n is $\mathrm{n}=30$ or more. With a small sample ( $\mathrm{n}<$ 30), the central limit theorem does not apply and erroneous results could potentially be obtained from the few observations if the same is applied. Thus far, when the number of observations obtained from a population is too small, a more appropriate test for of analysis of categorical data i. e. contingency tables is R. A. Fisher's exact test [21]. Fisher's exact test is valid for all sample sizes and calculates the significance of the p-value (i. e. the deviation from a null hypothesis) exactly even if in practice it is employed when sample size is small. Fisher's exact test is called exact because the same uses the exact hypergeometric distribution to compute the p -value rather than the approximate chi-square distribution. Still, computations involved in Fisher's exact test can be time consuming to calculate by hand. The formula for the hypergeometric distribution, a discrete probability distribution, is

$$
\begin{equation*}
\mathrm{p}(\mathrm{x})=\frac{\binom{\mathrm{U}}{\mathrm{x}} \times\binom{\mathrm{N}-\mathrm{U}}{\mathrm{n}-\mathrm{x}}}{\binom{\mathrm{~N}}{\mathrm{n}}} \tag{5}
\end{equation*}
$$

where $\mathrm{p}(\mathrm{x})$ is the probability of x successes in n draws, without replacement, from a finite population of size N that contains exactly U successes. Barnard's exact test [22], [23] is another exact test which is useful for the analysis of contingency tables.

## 3. Results

### 3.1. Human papillomavirus is a conditio per quam of human malignant melanoma due to Roussaki-Schulze et al.

## Claims.

Null hypothesis:
The presence of human papillomavirus (HPV) guarantees the presence of malignant melanoma.
(palc $\geq \mathrm{p}_{\text {crit }}$ ).

Alternative hypothesis:
The presence of human papillomavirus (HPV) does not guarantee the presence of malignant melanoma.
(palc $<\mathrm{p}_{\text {crit }}$ ).

Significance level (Alpha) below which the null hypothesis will be rejected: 0.05 .

## Proof.

The data of human papillomavirus in patients and healthy control subjects are viewed in the $2 \times 2$ table (Table 1). In general, the proportion of successes of the conditio per quam relationship p(human papillomavirus $\rightarrow$ malignant melanoma) is calculated [10], [11] as
$\mathrm{p}($ Human papilloma virus $\rightarrow$ Malignant melanoma $)=\frac{(5+23+6)}{34}=\frac{34}{34}=1$
The critical value $\mathrm{p}_{\text {Crit }}($ significance level alpha $=0.05)$ is calculated [10], [11] as

$$
\mathrm{p}_{\mathrm{Crit}}=1-\frac{3}{34}=0,9117647058823529
$$

The critical value is $\mathrm{p}_{\text {crit }}=0,9117647058823529$ and is thus far less than the proportion of successes calculated as p (human papillomavirus $\rightarrow$ malignant melanoma) $=1$. Consequently, we cannot reject the null hypothesis in favor of the alternative hypotheses. The data as published by Roussaki-Schulze et al. do support our Null hypothesis that human papillomavirus is a conditio per quam of human malignant melanoma.

In other words, the presence of human papillomavirus (HPV) in biopsy specimens of human skin guarantees the presence of malignant melanoma.

## Q.e.d.

### 3.2. Human papillomavirus is a conditio per quam of human malignant melanoma due to La Placa et al.

## Claims.

Null hypothesis:
The presence of human papillomavirus (HPV) guarantees the presence of malignant melanoma.
(palc $\geq \mathrm{p}_{\text {crit }}$ ).

Alternative hypothesis:
The presence of human papillomavirus (HPV) does not guarantee the presence of malignant melanoma.
( $\mathrm{p}_{\text {Calc }}<\mathrm{p}_{\text {crit }}$ ).

Significance level (Alpha) below which the null hypothesis will be rejected: 0.05 .

## Proof.

The data of human papillomavirus in patients and healthy control subjects are viewed in the $2 \times 2$ table (Table 2). In general, the proportion of successes of the conditio per quam relationship p(human papillomavirus $\rightarrow$ malignant melanoma) is calculated [10], [11] as
$\mathrm{p}($ Human papilloma virus $\rightarrow$ Malignant melanoma $)=\frac{(14+37+20)}{71}=\frac{71}{71}=1$

The critical value $\mathrm{p}_{\text {Crit }}$ (significance level alpha $=0.05$ ) is calculated [10], [11] as

$$
\mathrm{p}_{\text {Crit }}=1-\frac{3}{71}=0,95774647887323943661971830985915
$$

The critical value is $\mathrm{p}_{\text {crit }}=0,95774647887323943661971830985915$ and is less than the proportion of successes calculated as p (human papillomavirus $\rightarrow$ malignant melanoma) $=1$. Consequently, we cannot reject the null hypothesis in favor of the alternative hypotheses. The data as published by La Placa et al. do support our Null hypothesis that human papillomavirus is a conditio per quam of human malignant melanoma.

According to La Placa et al., the presence of human papillomavirus (HPV) in biopsy specimens of human skin guarantees the presence of malignant melanoma.

## Q.e.d.

### 3.3. No significant cause effect relationship between a human papillomavirus and malignant melanoma due to Roussaki-Schulze et al.

## Claims.

Null hypothesis: (no causal relationship)
There is no causal relationship between human papillomavirus and malignant melanoma ( $\mathrm{k}=0$ ).
Alternative hypothesis: (causal relationship)
There is a causal relationship between human papillomavirus and malignant melanoma ( $k<>0$ ).

## Conditions.

Alpha level =5\%.
The two tailed critical Chi square value (degrees of freedom $=1$ ) for alpha level $5 \%$ is 3.841458821.

Proof.
The data for this hypothesis test are illustrated in the $2 \times 2$ table (Table 1). The causal relationship k (human papillomavirus, malignant melanoma) is calculated [10], [19] as
$k($ Human papilloma virus, Malignant melanoma $)=\frac{((34 \times 5)-(6 \times 28))}{\sqrt[2]{(28 \times 6) \times(5 \times 29)}}=+0,192212936$

The value of the test statistic $\mathrm{k}=+0,192212936$ is equivalent to a calculated [10], [19] chisquare value of

$$
\begin{aligned}
& \chi_{\text {Calculated }}^{2}=34 \times \frac{((34 \times 5)-(6 \times 28))}{\sqrt[2]{(28 \times 6) \times(5 \times 29)}} \times \frac{((34 \times 5)-(6 \times 28))}{\sqrt[2]{(28 \times 6) \times(5 \times 29)}} \\
& \chi_{\text {Calculated }}^{2}=34 \times 0,192212936 \times 0,192212936 \\
& \chi_{\text {Calculated }}^{2}=1,256157635
\end{aligned}
$$

The calculated chi-square statistic, uncorrected for continuity, is 1,256157635 and equivalent to a $P$ value of 0,262379652831694 . The calculated chi-square statistic does not exceed the critical chi-square value of 3.841458821 (Table 3). Consequently, we accept the null hypothesis and cannot reject the alternative hypotheses.
According to Roussaki-Schulze et al, there is not a significant causal relationship between human papillomavirus and human malignant melanoma $(\mathrm{k}=+0,192212936$, p value $=$ 0,262379652831694).

## Q.e.d.

### 3.4. Significant cause effect relationship between a human papillomavirus and malignant melanoma due to La Placa et al.

## Claims.

Null hypothesis: (no causal relationship)
There is no causal relationship between human papillomavirus and malignant melanoma ( $\mathrm{k}=0$ ).
Alternative hypothesis: (causal relationship)
There is a causal relationship between human papillomavirus and malignant melanoma ( $\mathrm{k}<>0$ ).

## Conditions.

Alpha level =5\%.
The two tailed critical Chi square value (degrees of freedom $=1$ ) for alpha level $5 \%$ is 3.841458821.

Proof.
The data for this hypothesis test are illustrated in the $2 \times 2$ table (Table 2). The causal relationship k(human papillomavirus, malignant melanoma) is calculated [10], [19] as
$\mathrm{k}($ Human papilloma virus, Malignant melanoma $)=\frac{((71 \times 14)-(14 \times 51))}{\sqrt[2]{(51 \times 20) \times(14 \times 57)}}=+0,310353394$

The value of the test statistic $\mathrm{k}=+0,192212936$ is equivalent to a calculated [10], [19] chisquare value of

$$
\begin{aligned}
& \chi_{\text {Calculated }}^{2}=34 \times \frac{((71 \times 14)-(14 \times 51))}{\sqrt[2]{(51 \times 20) \times(14 \times 57)} \times \frac{((71 \times 14)-(14 \times 51))}{\sqrt[2]{(51 \times 20) \times(14 \times 57)}}} \\
& \chi_{\text {Calculated }}^{2}=71 \times 0,310353394 \times 0,310353394 \\
& \chi_{\text {Calculated }}^{2}=6,838665291
\end{aligned}
$$

The calculated chi-square statistic, uncorrected for continuity, is 6,838665291 and equivalent to a p value of 0,008920546568079 (less than nine in a thousand chance of being wrong). The calculated chi-square statistic exceeds the critical chi-square value of 3.841458821 (Table 3). Consequently, we reject the null hypothesis and accept the alternative hypotheses.
There is a significant causal relationship between human papillomavirus and human malignant melanoma $(k=+0,310353394, p$ value $=0,008920546568079)$.

## Q.e.d.

## 4. Discussion

The statistical technique of power analysis is beyond the scope of this article. However, the sample size can but must not influences research outcomes and an appropriate sample size is one of the crucial factors which determine any well-planned research investigation. Thus far, in the absence of published sample size and power analysis calculations, the findings of a study should be interpreted with caution. In general, we expect the greater the sample size, the smaller the differences can be detected. In contrast to study with greater number of cases, a study with a small sample often leave the null hypothesis unchallenged. Very small samples may undermine the validity of a study with the consequence that a small study which obtains a nonsignificant or a negative effect is unlikely to be published. The sample size of the study of Roussaki-Schulze et al. [6] with $\mathrm{n}=34$ cases is very small and the results should be interpreted with some caution.
Roussaki-Schulze et al. [6] found that 23 case of 28 malignant melanoma patients were HPV DNA negative (Table 1) which support the hypothesis that there are other factors but HPV which determines malignant melanoma. However, due to the PCR-kit and technique used, it is possible that Roussaki-Schulze et al. [6] have underestimated the relevance of HPV with respect to malignant melanoma because the data as provided by RoussakiSchulze et al. [6] strongly support the hypothesis that human papillomavirus is a necessary condition of malignant melanoma even Roussaki-Schulze et al. [6] data failed to provide some evidence that there is a cause-effect relationship between human papillomavirus and malignant melanoma.

In accordance with Roussaki-Schulze et al. [6], the data as published by La Placa et al. [7] support the hypothesis that human papillomavirus is a necessary condition of malignant melanoma. In contrast to the study of Roussaki-Schulze et al. [6]. In contrast to RoussakiSchulze et al. the study of La Placa et al. [7] provide impressive significant evidence that there is a cause effect relationship between human papillomavirus and malignant melanoma $(\mathrm{k}=+0,310353394$, p value $=0,008920546568079)$.
With this publication, the pathogenic role of Human Papillomavirus (HPV) in malignant melanoma cancer is still not completely understood. The role of HPV in the development of malignant melanoma remains to some extent speculative and the direct role of HPV in melanoma cancer cancerogenesis remains questionable. The data as reviewed in this publication vary extensively depending more or less on the sample size and the polymerase chain reaction (PCR) primer systems used to identify the DNA of this large and highly heterogeneous virus group with the consequence of ending in conflicting results.

In this context it is appropriated to prospectively study about 1000 patients free of malignant melanoma who were human papillomavirus positive at the time of enrollment and equally about 1000 patients free of malignant melanoma who were human papillomavirus negative at the time of enrollment. During a follow-up between 1 to 10 years, patients should underwent several standardized and reproduceable investigations to search for malignant melanoma including histologic examination (if melanoma positive), serologic testing, DNA PCR and DNA in situ hybridization et cetera.

## 5. Conclusion

The result of this investigation does not justify the position to ignore a possible cause-effect relationship between human papillomavirus and malignant melanoma. A more systematical study with a greater sample size is justified to prove the possible cause effect relationship between human papillomavirus and malignant melanoma. Human papillomavirus is a necessary condition of malignant melanoma. According to the study of La Placa et al., human papillomavirus is a cause of malignant melanoma $(\mathrm{k}=+0,310353394, \mathrm{p}$ value $=$ 0,008920546568079 ).
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