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#### Abstract

It is demonstrated how useful it is to utilize general logic-systems to investigate finite consequence operators (operations). Among many other examples relative to a lattice of finite consequence operators, a general logic-system characterization for the latticetheoretic supremum of a nonempty collection of finite consequence operators is given. Further, it is shown that for any denumerable language $L$ there is a rather simple collection of finite consequence operators and, for a propositional language, three simple modifications to the finitary rules of inference that demonstrate that the lattice of finite consequence operators is not meet-complete. This also demonstrates that simple properties for such operators can be language specific. Using general logic-systems, it is further shown that the set of all finite consequence operators defined on $L$ has the power of the continuum and each finite consequence operator is generated by denumerably many general logic-systems. In the last section, the model called the constructed natural numbers is discussed.
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## 1. Introduction.

In order to avoid an ambiguous definition for the "finite consequence operator," it is assumed that a language $L$ is a nonempty set within informal set-theory (ZF). In the ordinary sense, a set $A \subset L$ is finite if and only if $A=\emptyset$ or there exists a bijection $f: A \rightarrow[1, n]=\{x \mid(1 \leq x \leq n)$ and $(n \in \mathbb{N})\}$, where $\mathbb{N}$ is the set of all natural numbers including zero. It is always assumed that $A$ is finite if and only if $A$ is Dedekind-finite. Finite always implies, in ZF, Dedekind-finite. There is a model $\eta$ for ZF that contains a set that is infinite and Dedekind-finite (Jech, 1971, pp. 116-118). On the other hand, for ZF , if $A$ is well-ordered or denumerable, then each $B \subset A$ is finite if and only if $B$ is Dedekind-finite. In all cases, if the Axiom of Choice is adjoined

[^0]to the ZF axioms, finite is equivalent to Dedekind-finite. The definition of the general and finite consequence operator is well know but can be found in Herrmann (2006, 2004, 2001, 1987).

The subset map being consider has been termed as a (unary) "operation." It has also termed either as a consequence or a closure operator by Wójcicki (1981). Due to its changed properties when embedded into a nonstandard structure, where for infinite $L$ the nonstandard extension of such a map is not a map on a power set to a power set but remains, at least, a closure operator, these two names were later combined to form the term consequence operator (Herrmann (1987)). In order to differentiate between two types, either the word general or finite (or finitary) is often adjoined to this term (Herrmann (2004)). Although finite consequence operators are closure operators with a finite character, they have additional properties, due to their set-theoretic definition, not shared, in general, by closure operators. Indeed, they have properties apparently dependent upon the construction of the language elements (Tarski, 1956, p. 71).

Since Tarski's introduction of consequence operator (Tarski, 1956, p. 60), although he mentions that it is not required for his investigations, a language $L$ upon which such operators are defined has been assumed to have, at the least, a certain amount of structure. For example, without further consideration, it has been assumed that $L$ can, at least, be considered as a semigroup or, often, a free algebra. Indeed, such structures have become "self-evident" hypotheses. In order to emphasize that such special structures should not be assumed, the term "non-organized" is introduced (Herrmann (2006)). Although independent structural properties may exist, they are not considered in any manner as part of the hypotheses.

Formally, a non-organized $L$ is a language where only "specifically stated" properties $P_{1}, P_{2}, \ldots$ are assumed and where either informal set theory or, if necessary, informal set theory with the Axiom of Choice is used to establish theorems informally. Hence, all other independent properties $L$ might possess are ignored. Indeed, the only property $L$ is assumed to possess is the method of "word" formation from a non-empty alphabet of symbols, images and other symbolized sensory information. When appropriate, the term "non-specialized" is only used as a means to stress this standard methodology.

## 2. General Logic-Systems.

In Herrmann (2006), the notion of a "logic-system" is discussed and an algorithm is described not in complete detail. The algorithm is presented here, in detail, since it is applied to most of the examples. In what follows, the algorithm, with associated objects, defines a general logic-system that when applied to a specific case yields general logic-system deduction. The process is exactly the same as used in formal logic except
for the use of the $R I(L)$ as defined below. Informally, the pre-axioms is a nonempty $A \subset L$. (The term "per-axioms" is used so as not to confuse these objects with the notion of the "consequence operator axioms" $C(\emptyset)$.) The set of pre-axioms may contain any logical axiom and, in order not to include them with every set of hypotheses, $A$ can contain other objects $N \subset L$ that are consider as "Theory Axioms" such as natural laws as used for physical theories. There have been some rather nonspecific definitions for the rules of inference and how they are applied. It is shown in Herrmann (2006) that, for finite consequence operators, more specific definitions are required. A finitary rules of inference is a fixed finite set $R I(L)=\left\{R_{1}, \ldots, R_{p}\right\}$ of $n$-ary relations $(0<n \in \mathbb{N})$ on $L$. Note: it can happen that $R I(L)=\{\emptyset\}$. (This corrects a misstatement made in Herrmann (2006, p. 202.) The pre-axioms are considered as a unary relation in $R I(L)$. An infinite rules of inference is a fixed infinite set $R I(L)$ of such $n$-ary relations on $L$. A general rules of inference is either a fixed finitary or infinite set of rules of inference. It is shown in Herrmann (2006), that there are finite consequence operators that require an infinite $R I(L)$, while others only require finite $R I(L)$. The term "fixed" means that no member of $R I(L)$ is altered by any set $X \subset L$ of hypotheses that are used as discussed below. All $R I(L)$, in this paper, are fixed. For the algorithm, it is always assumed that an activity called deduction from a set of hypotheses $X \subset L$ can be represented by a finite (partial) sequence of numbered (in order) steps $\left\{b_{1}, \ldots, b_{m}\right\}$ with the final step $b_{m}$ a consequence (result) of the deduction. Also, $b_{m}$ is said to be "deduced" from $X$. All of these steps are considered as represented by objects in the language $L$. Each such deduction is composed either of the zero step, indicating that there are no steps in the sequence, or one or more steps with the last numbered step being some $m>0$. In this inductive step-by-step construction, a basic rule used to construct a deduction is the insertion rule. If the construction is at the step number $m \geq 0$, then the insertion rule, $\mathbf{I}$, can be applied. This rule states: Insertion of any hypothesis (premise) from $X \subset L$, or insertion of a member from the set $A$, or the insertion of any member of any other unary relation can be made and this insertion is denoted by the next step number. Having more than one unary relation is often very convenient in locating particular types of insertions. The pre-axioms are often partitioned into, at the least, two unary relations. If the construction is at the step number $m>0$, then $R I(L)$ allows for an additional insertion of a member from $L$ as a step number $m+1$, in the following manner. For each $(j+1)$-ary $R_{i}, j \geq 1$, if $f \in R_{i}$ and $f(k) \in\left\{b_{1}, \ldots, b_{m}\right\}, k=1, \ldots, j$, then $f(j+1)$ can be inserted as a step number $m+1$. In terms of the notation $\vdash$, where for $A \subset L, X \vdash A$ signifies that each $x \in A$ is obtained from some finite $F \subset X$ by means of a deduction, it follows from the above defined process that if $X \vdash b$, then there is either (1) a nonempty finite $F=\left\{b^{1}, \ldots, b^{k}\right\} \subset X$ such that $F \vdash b$ and each member of $F$ is utilized in $R I(L)$ to
deduce $b$, or (2) $b$ is obtained by insertion of any member from any unary relation, or (3) $b$ is obtained using (2) by finitely many insertions and finitely many applications of the other $n$-ary $(n>1)$ rules of inference. Hence, it follows that this algorithm yields the same "deduction from hypotheses" transitive property, as does formal logic, in that $X \vdash Y \subset L$ and $Y \vdash Z \subset L$ imply that $X \vdash Z$.

Note the possible existence of special binary styled relations $\mathbf{J}^{\prime}$ that can be members of various $R I(L)$. These relations are identity styled relations in that the first and second coordinates are identical except that the second coordinate can carry one additional symbol that is fixed for the language used. In scientific theory building, these are used to indicate that a particular set of natural laws or processes does not alter a particular premise that describes a natural-system characteristic. The characteristic represented by this premise carries the special symbol and remains part of the final conclusion. Scientifically, this can be a significant fact. The addition of this one special symbol eliminates the need for the extended realism relation (Herrmann (2001)). Other deductions deemed as extraneous are removed by restricting the language. The deduction is constructed only from either the rule of insertion or the rules of inference via $A G$ (notation for the entire algorithm as described in this and the previous paragraph.) This concludes the definition of the logic-system. If $R I(L)$ is known to be either finitary or infinite, then the term "general" is often replaced by the corresponding term finite or infinite, respectively.

For $L, X \subset L$, general rules of inference $R I(L)$, and applications of $A G$, the notation $R I(L) \Rightarrow C$ means that the map $C: \mathcal{P}(L) \rightarrow \mathcal{P}(L)(\mathcal{P}(L)=$ the power set of $L)$ is defined by letting $C(X)=\{x \mid(X \vdash x)$ and $(x \in L)\}$. The following result is established here not because its "proof" is complex, but, rather, due to its significance. Moreover, in Herrmann (2001), it is established in a slightly different manner and the result as stated there is not raised to the level of a numbered theorem. Similar theorems relative to general consequence operators viewed as closure operators have been established in different ways using a vague notion of deduction. What follows is a basic proof for the finite consequence operator using the required detailed definition for a general logic-system deduction.

Theorem 2.1 Given non-specialized $L$, a general rules of inference $R I(L)$ and that the general logic-system algorithm $A G$ is applied. If $R I(L) \Rightarrow C$, then $C$ is a finite consequence operator.

Proof. Let $C: \mathcal{P}(L) \rightarrow \mathcal{P}(L)$ be defined by application of the general logic-system algorithm $A G$ to each $X \subset L$ using the general rules of inference $R I(L)$. Let $x \in X$. By insertion, $\{x\} \vdash x$. Hence, $X \subset C(X)$. If $X \subset Y \subset L$ and $x \in C(X)$, then there is an $F \in \mathcal{F}(X)(=$ the set of all finite subsets of $X)(=$ the set of all finite subsets
of $X$ ) such that $F \vdash x$ and $F \subset Y$. Hence, $x \in C(Y)$. Consequently, $C(X) \subset C(Y)$. Let $y \in C(C(X))$. From the definition of $C$, (1) $X \vdash y$ if and only if $y \in C(X)$. By the transitive property for $\vdash, C(X) \vdash C(C(X))$ implies that $X \vdash C(C(X))$, and (1) still holds. Hence, if $y \in C(C(X))$, then $X \vdash y$ implies that $y \in C(X)$. Thus, $C(C(X)) \subset C(X)$. Therefore, $C(X)=C(C(X))$ and $C$ is a general consequence operator. Let $x \in C(X)$. Then, as before, there is an $F \mathcal{F}(X)$ such that $F \vdash x$. Consequently, $C(X) \subset \bigcup\{C(F) \mid F \in \mathcal{F}(X)\} \subset C(X)$ and $C$ is a finite consequence operator.

Let $\mathcal{C}_{f}(L)$ be the set of all finite consequence operators defined on $\mathcal{P}(L)$. Each $C \in$ $\mathcal{C}_{f}(L)$ defines a specific general rules of inference $R I^{*}(C)$ such that $R I^{*}(C) \Rightarrow C^{*}=C$ (Herrmann (2006)). However, in general, $R I(L) \neq R I^{*}(C)$.

Let $\mathcal{C}(L)$ be the set of all general consequence operators defined on $\mathcal{P}(L)$. Define on $\mathcal{C}(L)$ a partial order $\leq$ as follows: for $C_{1}, C_{2} \in \mathcal{C}(L), C_{1} \leq C_{2}$ if and only if, for each $X \subset L, C_{1}(X) \subset C_{2}(X)$. The structure $\langle\mathcal{C}(L), \leq\rangle$ is a complete lattice. The meet, $\wedge$, is defined as follows: $C_{1} \wedge C_{2}=C_{3}$, where for each $X \subset L, C_{3}(X)=C_{1}(X) \cap C_{2}(X)$. For each nonempty $\mathcal{H} \subset \mathcal{C}(L), \bigwedge \mathcal{H}$ means that, for each $X \subset L,(\bigwedge \mathcal{H})(X)=\bigcap\{C(X) \mid$ $C \in \mathcal{H}\}$ and, further, $\bigwedge \mathcal{H}=\inf \mathcal{H}$.

As is customary, in all of the following examples, explicit $n$-ary relations are represented in $n$-tuple form. Relative to the operator $\cup$, in the same manner as done in Herrmann (2006), if $\{a, b, c, d\} \subset L,\{\{(a, b),(c, d)\}\} \Rightarrow B$, and $\{\{(a, c)\}\} \Rightarrow R$, then defining $B \vee R$ as $(B \vee R)(X)=B(X) \cup R(X)=K(X)$ yields that $K \notin \mathcal{C}(L)$. Thus, $\mathcal{C}(L)$ is not closed under the $\vee$ operator as defined in this manner. Hence, if "combined" deduction is defined by this particular $\vee$, then, in general, the combination does not follow the usual deductive procedures used through out mathematics and the physical sciences.

Lemma 2.7 in Herrmann (2004) can be improved by simply assuming that $\mathcal{B} \subset \mathcal{P}(L), L \in \mathcal{B}$. The same proof as lemma 2.7 yields that the map defined by $C(X)=\bigcap\{Y \mid(X \subset Y)$ and $(Y \in \mathcal{B})\} \in \mathcal{C}(L)$. For a given $C \in \mathcal{C}(L), Y \subset L$ is a C-system (closed system) if and only if $Y=C(Y)$ (a closure operator fixed point). For each $C \in \mathcal{C}(L)$, let $\mathcal{S}(C)$ be the set of all C-systems. The equationally defined $\mathcal{S}(C)=\{C(X) \mid X \subset L\}$ and $L \in \mathcal{S}(C)$. (If $\mathcal{B}$ is a closure system (i.e. closed under arbitrary intersection Wójcicki (1981) and $\mathcal{B}$ defines $C$, then $\mathcal{B}=\mathcal{S}(C)$.) For nonempty $\mathcal{H} \subset \mathcal{C}_{f}(L)$, let nonempty $\mathcal{S}^{\prime}=\bigcap\{\mathcal{S}(C) \mid C \in \mathcal{H}\}$. Using $\mathcal{B}=\mathcal{S}^{\prime}$, if, for each $X \subset L,\left(\bigvee_{w} \mathcal{H}\right)(X)=\bigcap\left\{Y \mid(Y \subset L)\right.$ and $(X \subset Y)$ and $\left.\left(Y \in \mathcal{S}^{\prime}\right)\right\}$, then, for $\langle\mathcal{C}(L), \leq\rangle, \bigvee_{w} \mathcal{H}=\sup \mathcal{H}$. The set of all consequence operators defined on $\mathcal{P}(L)$ forms a complete lattice $\left\langle\mathcal{C}(L), \wedge, \vee_{w}, I, U\right\rangle$ with lower unit $I$, the identity map, and upper unit $U$, where for each $X \subset L, U(X)=L$. If $\mathcal{C}_{f}(L)$ is restricted to
$\left\langle\mathcal{C}(L), \wedge, \vee_{w}, I, U\right\rangle$, then $\left\langle\mathcal{C}_{f}(L), \wedge, \vee_{w}, I, U\right\rangle$ is a sublattice. It is shown in Herrmann (2004), that $\left\langle\mathcal{C}_{f}(L), \wedge, \vee_{w}, I, U\right\rangle$ is a join-complete sublattice. (Note: Corollary 2.11 in the published version of Herrmann (2004) should $\operatorname{read} \emptyset \neq \mathcal{A} \subset \mathcal{C}_{f}$.) Using finitary rules of inference, the fact that $\cup$ is not, in general, a satisfactory join operator for $\langle\mathcal{S}(C), \subset\rangle$ is easily established. Consider non-specialized $L$ such that $\{a, b, c, d\} \subset L$. Define $R I(L)=\{\{(a, c)\},\{(a, b, c, d)\}\} \Rightarrow B$. Then $B(\{b\}) \cup B(\{a\})=\{a, b, c\}$. But, $\{a, b, c\}$ is not a C-system for $B$ since $B(\{a, b, c\})=\{a, b, c, d\}$. Defining for each $C \in \mathcal{C}(L)$ and each $X, Y \in \mathcal{S}(C), X \uplus Y=C(X \cup Y)$, then the structure $\langle\mathcal{S}(C), \subset\rangle$ is a complete lattice with the join $\uplus$ and meet $X \wedge Y=X \cap Y$.

For each non-specialized language $L$ and non-empty $\mathcal{H} \subset \mathcal{C}_{f}(L)$, a natural investigation would be to determine whether there is a significant relation between $\bigvee_{w} \mathcal{H}$ and any collection of general logic-systems that generates each member of $\mathcal{H}$. For each $C \in \mathcal{H}$, let $R I_{C}(L)$ be any general rules of inference such that $R I_{C}(L) \Rightarrow C$.

Theorem 2.2. If $L$ is non-specialized, then for the structure $\left\langle\mathcal{C}_{f}(L), \wedge, \vee_{w}, I, U\right\rangle$ and each nonempty $\mathcal{H} \subset \mathcal{C}_{f}(L)$, it follows that $\bigcup\left\{R I_{C}(L) \mid C \in \mathcal{H}\right\} \Rightarrow \bigvee_{w} \mathcal{H}$.

Proof. For $\mathcal{H}$, let $\bigcup\left\{R I_{x}(L) \mid x \in \mathcal{H}\right\} \Rightarrow \mathcal{U}, X \subset L$, and $C \in \mathcal{H}$. Since $C \leq \mathcal{U}$, then $\mathcal{U}(X) \subset C(\mathcal{U}(X)) \subset \mathcal{U}(\mathcal{U}(X))=\mathcal{U}(X)$ implies that $\mathcal{U}(X)=C(\mathcal{U}(X))$. Thus, for each $C \in \mathcal{H}, \mathcal{U}(X)$ is a C-system and, hence, $\mathcal{U}(X) \in \mathcal{S}^{\prime}=\bigcap\{\mathcal{S}(C) \mid C \in \mathcal{H}\}$.

Suppose that $X \subset Y \in \mathcal{S}^{\prime}$. Then, for each $C \in \mathcal{H}, X \subset Y=C(Y)$ implies that, for each $C \in \mathcal{H}, X \subset \mathcal{U}(X) \subset \mathcal{U}(C(Y))$. Consider $b \in \mathcal{U}(C(Y))$. Take any finite $F \subset Y=C(Y)$ such that $F$ is used to obtain $b$ by application of $A G$ as the next step in a deduction using $\bigcup\left\{R I_{x}(L) \mid x \in \mathcal{H}\right\}$. Then $F$ is used along with finitely many ( $\geq 0$ ) $R I_{C_{i}}(L) \Rightarrow C_{i} \in \mathcal{H}$ to obtain $\left\{b_{1}, \ldots, b_{m}\right\}$. Since for each $i \in[1, k], b_{i} \in C^{\prime}(Y)=Y$, for some $C^{\prime} \in \mathcal{H}$, then $\left\{b_{1}, \ldots, b_{m}\right\} \subset Y$. If $b \notin\left\{b_{1}, \ldots, b_{n}\right\}$, then there are finitely many $(\geq 0) R I_{C_{j}}(L) \Rightarrow C_{j} \in \mathcal{H}$ and from $F$ and $\left\{b_{1}, \ldots, b_{n}\right\}$ the set $\left\{c_{1}, \ldots, c_{k}\right\}$ is deduced. But again $\left\{c_{1}, \ldots, c_{k}\right\} \subset Y$. This process will continue no more than finitely many times until $b$ is obtain as a member of a finite set of deductions from members of $\bigcup\left\{R I_{x}(L) \mid x \in \mathcal{H}\right\}$ and $b \in Y$. Hence, $\mathcal{U}(C(Y)) \subset Y$. But, $C(Y)=Y$ implies that $Y \subset \mathcal{U}(C(Y))$. Hence, $Y=\mathcal{U}(C(Y))=\mathcal{U}(Y)$ and, since $\mathcal{U}(X) \subset \mathcal{U}(Y)$, then $\mathcal{U}(X) \subset$ $Y=C(Y)$ for each $C \in \mathcal{H}$. Therefore, $\mathcal{U}(X) \subset Y \in \mathcal{S}^{\prime}$. Hence, $\mathcal{U}(X)=\left(\bigvee_{w} \mathcal{H}\right)(X)$.

After showing that $\mathcal{C}_{f}(L)$ is closed under finite $\wedge$, then Theorem 2.2 yields a general logic-system proof that $\left\langle\mathcal{C}_{f}(L), \wedge, \vee_{w}, I, U\right\rangle$ is a join-complete lattice. It is rather obvious that, in general, if $R I_{C}(L) \Rightarrow C$ and $R I_{D}(L) \Rightarrow D$, then $R I_{C}(L) \cap R I_{D}(L) \nRightarrow C \wedge D$. For example, let $\{a, b, c, d\} \subset L$ and $R I_{C}(L)=\{\{(a, b)\}\}, R I_{D}(L)=\{\{(a, b),(b, c)\}\}$. Then $C(\{a\})=\{a, b\}, D(\{a\})=\{a, b, c\}$ implies that $(C \wedge D)(\{a\})=\{a, b\}$. But, $R I_{C}(L) \cap R I_{D}(L)=\emptyset \Rightarrow I$ and $I(\{a\})=\{a\}$. Even if we took the intersection, $\cap_{1}$, of the individual relations from each general rules of inference, then, for
$R I_{E}(L)=\{\{(a, b),(b, c)\}\}$ and $R I_{F}(L)=\{\{(a, b),(b, d),(d, c)\}\}$, it would follow that $R I_{E}(L) \cap_{1} R I_{F}(L) \nRightarrow E \wedge F$. However, it is obvious that, for each nonempty $\mathcal{H} \subset \mathcal{C}_{f}(L)$, if $\bigcap\left\{R I_{x}(L) \mid x \in \mathcal{H}\right\} \Rightarrow G \in \mathcal{H}$, then $G=\bigwedge \mathcal{H}$.

There is a constraint that can be placed on deduction from hypotheses using algorithm $A G$. With one exception, there is a $R I(L)$ that if the restricted $R I(L) \Rightarrow D$, then $D$ is not a general consequence operator.

Example 2.2. (Limiting the number of steps in an $R I(L)$-deduction need not yield a consequence operator.) Suppose that $A G$ has the added restriction that no deduction from hypotheses be longer then $n$ steps, where $n>1$. For each $L$, such that $|L| \geq n+1$, let $a \neq b$, for $i \in[1, n-1], x_{i} \notin\{a, b\},\left\{x_{i}, a, b\right\} \subset L$, and if $i, j \in[1, n-1], i \neq j$, then $x_{i} \neq x_{j}$. Consider $R I(L)=\left\{\left\{\left(x_{1}, \ldots, x_{n-1}, a\right)\right\},\{(a, b)\}\right\}$. Let $\vdash_{\leq n}$ indicate that each deduction from premises, using $R I(L)$, most have $n$ or fewer steps. Then, using this restriction, for $X \subset L$, let $D(X)=\left\{x \mid\left(X \vdash_{\leq n} x\right)\right.$ and $\left.(x \in L)\right\}$. Consider $X=\left\{x_{1}, \ldots, x_{n-1}\right\}$. Then $D(X)=X \cup\{a\}$. But $D(D(X))=D(X \cup\{a\})=X \cup\{a, b\}$. This follows since the definition requires that you calculate in no more than $n$ steps all of the consequences of $\left\{x_{1}, \ldots, x_{n-1}, a\right\}$ using any finite subset of $\left\{x_{1}, \ldots, x_{n-1}, a\right\}$. Thus, $D^{2} \neq D$ and $D \notin \mathcal{C}(L)$. Let $P R$ be a standard predicate language (Mendelson, 1987, pp. 55-56), where $P R$ has more than one predicate with one or more arguments and with the set of variables $\mathcal{V}$. Let $R^{1}$ be the set of all axioms, $R^{2}=\{(A,(\forall x A)) \mid$ $(x \in \mathcal{V})$ and $(A \in P R)\}$ and $\left.R^{3}=\{(A \rightarrow B), A, B) \mid A, B \in P R\right\}$. If you restrict predicate deduction to 3 steps or less, then restricted $R I(P R) \Rightarrow C_{P}$ and $C_{P}$ is not a general consequence operator.

## 3. Special Consequence Operators.

Throughout this section, unless other specific properties are stated, the language $L$ is non-specialized. In Herrmann (1987), two significant collections of consequence operators are defined. Let $X \cup Y \subset L$. (1) Define the map $C(X, Y): \mathcal{P}(L) \rightarrow \mathcal{P}(L)$ as follows: for $A \in \mathcal{P}(L)$ and $A \cap Y \neq \emptyset, C(X, Y)(A)=A \cup X$. If $A \cap Y=\emptyset, C(X, Y)(A)=$ A. (2) Define the map $C^{\prime}(X, Y): \mathcal{P}(L) \rightarrow \mathcal{P}(L)$ as follows: for $A \in \mathcal{P}(L)$ and $Y \subset$ $A, C^{\prime}(X, Y)(A)=A \cup X$. If $Y \not \subset A, C^{\prime}(X, Y)(A)=A$. It is shown in Herrmann (1987) via long set-theoretic arguments that each $C(X, Y) \in \mathcal{C}_{f}(L)$, and $C^{\prime}(X, Y) \in \mathcal{C}(L)$. If $Y \in \mathcal{F}(L)$, then $C^{\prime}(X, Y) \in \mathcal{C}_{f}(L)$. Now suppose that $Y$ is infinite and $Y \subset A$. Then for each $F \in \mathcal{F}(L)$, since $Y \not \subset F$, then $C^{\prime}(X, Y)(F)=F$. Hence, $\bigcup\left\{C^{\prime}(X, Y)(F) \mid F \in\right.$ $\mathcal{F}(A)\}=A$. But if $X \not \subset A$, then $C^{\prime}(X, Y)(A)=A \cup X \neq \bigcup\left\{C^{\prime}(X, Y)(F) \mid F \in \mathcal{F}(A)\right\}$. Therefore, if infinite $Y \subset A \subset L$, and $X \not \subset A$, then $C^{\prime}(X, Y) \in \mathcal{C}(L)-\mathcal{C}_{f}(L)$. Thus, in general, for infinite $L, C^{\prime}(X, Y)$ need not be finite.

In some cases, the use of logic-systems can lead to rather short proofs for consequence operator properties, where other methods require substantial effort.

Example 3.1. (An obvious sufficient condition for $\wedge \mathcal{H} \in \mathcal{C}_{f}(L)$, when nonempty $\left.\mathcal{H} \subset \mathcal{C}_{f}(L)\right)$ For non-specialized $L$, let nonempty $\mathcal{H} \subset \mathcal{C}_{f}(L)$. If $\bigcap\left\{R I_{x}(L) \mid x \in \mathcal{H}\right\} \Rightarrow$ $G \in \mathcal{H}$, then $G=\bigwedge \mathcal{H}$.

Example 3.2. (Establishing that some significant general consequence operators are finite.) We use logic-systems to show that $C(X, Y) \in \mathcal{C}_{f}(L)$ and, if $Y \in \mathcal{F}(L), X \subset$ $L$, then $C^{\prime}(X, Y)$ is finite. For $C(X, Y)$ if $Y$ or $X=\emptyset$, let $R I(L)=\emptyset \Rightarrow I$. If $Y$ and $X \neq \emptyset$, let $R I=\left\{R^{2}\right\}$, where $R^{2}=\{(y, x) \mid(y \in Y)$ and $(x \in X)\}$. Then it follows easily that $R I(L) \Rightarrow C(X, Y)$. Thus, $C(X, Y)$ is finite. If $X=\emptyset$, then $C^{\prime}(Y, X)=I$ and $R I^{\prime}(L)=\emptyset \Rightarrow I$. Now let $Y \in \mathcal{F}(L)$. If $Y=\emptyset$ and $X \neq \emptyset$, then let $R I^{\prime}(L)=\left\{R^{1}\right\}$, where $R^{1}=X$. If $X$ and $Y \neq \emptyset$, then there is an bijection $f:[1, n] \rightarrow Y$. In this case, let $R I^{\prime}(L)=\{\{(f(1), \ldots, f(n), x) \mid x \in X\}\}$. Then $R I^{\prime}(L) \Rightarrow C^{\prime}(X, Y)$. Hence, if $Y \in \mathcal{F}(L)$, then $C^{\prime}(X, Y) \in \mathcal{C}_{f}(L)$.

Relative to a standard propositional language $P D$, after some extensive analysis and using the Łoś and Suszko matrix theorem, Wójcicki (1973) defines a collection of $k$-valued matrix generated finite consequence operators $\left\{C_{k}^{*} \mid k=2,3,4, \ldots\right\}$ such that the greatest lower bound for this set in the lattice $\langle\mathcal{C}(P D), \leq\rangle$ is not a finite consequence operator. Are there simpler examples that lead to the same conclusion?

Example 3.3. (Showing that, in general, $\left\langle\mathcal{C}_{f}(L), \wedge, \vee_{w}, I, U\right\rangle$ is not a meetcomplete lattice.) Let $L$ be any denumerable language. Hence, there is a bijection $f: \mathbb{N} \rightarrow L$. Define $B_{n}=f[[1, n]]$ for each $n \in \mathbb{N}^{>0}$, where $\mathbb{N}^{>0}=\{n \mid(n \in \mathbb{N})$ and $(n \geq$ $1)\}$. Then for each $n \in \mathbb{N}^{>0}, f(0) \notin B_{n}$. Let $X=\{f(0)\}$ and $C_{n}=C^{\prime}\left(X, B_{n}\right)$. We have that $\inf \left\{C^{\prime}\left(X, B_{n}\right) \mid(n \geq 1)\right.$ and $\left.(n \in \mathbb{N})\right\}=C^{\prime}(X, f[\mathbb{N}]-\{f(0)\}) \leq C^{\prime}\left(X, B_{n}\right)$ for each $B_{n}$. But, since $f[\mathbb{N}]-\{f(0)\}$ is an infinite set and, for $A=f[\mathbb{N}]-\{f(0)\}, X \not \subset A$, then $C^{\prime}(X, f[\mathbb{N}]-\{f(0)\})$ is not a finite consequence operator. The fact that this consequence operator is not finite also holds for non-denumerable infinite $L$, where $L$ either has additional structure, or an additional set-theoretical axiom such as the Axiom of Choice is utilized.

Of course, $C^{\prime}(X, Y)$ is not the usual type of consequence operator one would associate with a propositional language. Are there simple finite consequence operators associated with standard formal propositional deduction that are not meet-complete?

Using finite logic-systems, the following examples show how various weakenings for deduction relative to, at least, a propositional language $P D$, generate collections of consequence operators that also establish that $\left\langle\mathcal{C}_{f}(P D), \wedge, \vee_{w}, I, U\right\rangle$ is not a meetcomplete lattice.

The propositional language $P D$ defined by denumerably many (distinct) propositional variables $P=\left\{P_{n} \mid n \in \mathbb{N}\right\}$, and is constructed in the usual manner from the unary $\neg$ and binary $\rightarrow$ operations. For the standard propositional calculus and deduction, one can use the following sets of axioms, with parenthesis suppression applied. $R_{1}=\{X \rightarrow(Y \rightarrow X) \mid(X \in P D)$ and $(Y \in P D)\}, R_{2}=\{(X \rightarrow$ $(Y \rightarrow Z)) \rightarrow((X \rightarrow Y) \rightarrow(X \rightarrow Z)) \mid(X \in P D)$ and $(Y \in P D)$ and $(Z \in$ $P D)\}, R_{3}=\{(\neg X \rightarrow \neg Y) \rightarrow(Y \rightarrow X) \mid(X \in P D)$ and $(Y \in P D)\}$. The one rule of inference $M P=R^{3}(P D)=\{(X \rightarrow Y, X, Y) \mid(X \in P D)$ and $(Y \in P D)\}$. Let $R^{1}(P D)=R_{1} \cup R_{2} \cup R_{3}$. Standard proposition deduction $P D$ uses the rules of inference $R I(P D)=\left\{R^{1}(P D), R^{3}(P D)\right\} \Rightarrow C_{P D}$. Let $\mathcal{T}$ be the set of all $P D$ tautologies under the standard valuation. Then by the soundness and completeness theorems $\mathcal{T}=C_{P D}(\emptyset)$. In all of the following examples, $R_{1}, R_{2}, R_{3}, R^{1}(P D), R^{3}(P D)$ are as defined in this paragraph and $R I(P D)$ is modified in various ways

Example 3.3.1. (Propositional deduction with a restricted Modus Ponens rule yields $\left\{C_{n}\right\} \subset \mathcal{C}_{f}(L)$ such that $\bigwedge\left\{C_{n}\right\} \notin \mathcal{C}_{f}(L)$.) Consider PD. Let $\mathcal{J}=\left\{\left(\left(P_{i} \rightarrow\right.\right.\right.$ $\left.\left.\left.P_{0}\right), P_{i}, P_{0}\right) \mid i \in \mathbb{N}^{>0}\right\}$. Let $H=R^{3}(P D)-\mathcal{J}$. For each $n \in \mathbb{N}^{>0}$, let $R_{n}^{3}=H \cup\left\{\left(\left(P_{n} \rightarrow\right.\right.\right.$ $\left.\left.\left.P_{0}\right), P_{n}, P_{0}\right)\right\}$. Thus, the Modus Ponens rule of inference is restricted for each $n \in \mathbb{N}^{>0}$. Let $R I_{n}(P D)=\left\{R^{1}(P D), R_{n}^{3}\right\} \Rightarrow C_{n}$. Now let $X=\left\{\left(P_{n} \rightarrow P_{0}\right), P_{n} \mid n \in \mathbb{N}^{>0}\right\}$. Then, for all $n \in \mathbb{N}^{>0}, P_{0} \in C_{n}(X)$. Hence, $P_{0} \in\left(\bigwedge\left\{C_{n}\right\}\right)(X)$. Consider for any $n \in \mathbb{N}^{>0}, F \in \mathcal{F}(X)$ such that $P_{0} \in C_{n}(F)$. Since $P_{0} \notin \mathcal{T}$, then $P_{0} \notin C_{n}(\emptyset)$ implies that $F \neq \emptyset$. Further, for some $k \in \mathbb{N}^{>0},\left\{\left(P_{k} \rightarrow P_{0}\right), P_{k}\right\} \subset F$. For, assume not. First, consider, for $n \in \mathbb{N}^{>0},\left\{\left(P_{j} \rightarrow P_{0}\right), P_{k}\right\} \subset F,\{k, j\} \subset \mathbb{N}^{>0}, k \neq j$ and assume that $\left(P_{j} \rightarrow P_{0}\right), P_{k} \vdash_{n} P_{0}$. This implies that $\vdash_{n}\left(P_{j} \rightarrow P_{0}\right) \rightarrow\left(P_{k} \rightarrow P_{0}\right)$, where the part of the Deduction Theorem being used here does not require any of the objects removed from the original $R^{3}(P D)$. But, $\vdash_{n}$ implies $\models_{P D}$, using the standard valuation which is not dependent upon our restriction. Hence. $\models_{P D}\left(P_{j} \rightarrow P_{0}\right) \rightarrow\left(P_{k} \rightarrow P_{0}\right)$. However, $\not \mathcal{F}_{P D}\left(P_{j} \rightarrow P_{0}\right) \rightarrow\left(P_{k} \rightarrow P_{0}\right)$. The same would result, for $k \in \mathbb{N}^{>0}$, if only the wwfs $P_{k}$, or only wwfs $\left(P_{k} \rightarrow P_{0}\right)$ are members of $F$. Hence, there exists a unique $M=\max \left\{i \mid\left(\left(P_{i} \rightarrow P_{0}\right) \in F\right)\right.$ and $\left(P_{i} \in F\right)$ and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\}$. But, then $P_{0} \notin$ $C_{M+1}(F)$. Consequently, this implies that $P_{0} \notin\left(\bigwedge\left\{C_{n}\right\}\right)(F)$. Thus, $\bigcup\left\{\left(\bigwedge\left\{C_{n}\right\}\right)(F) \mid\right.$ $F \in \mathcal{F}(X)\} \neq\left(\bigwedge\left\{C_{n}\right\}\right)(X)$ yields that $\bigwedge\left\{C_{n}\right\} \in \mathcal{C}(P D)-\mathcal{C}_{f}(P D)$.

For each $R \subset R^{1}(P D)$, always consider the standard elementary valuations for propositional wwfs. Also, if $R \subset R^{1}(P D), X \subset P D$, and one considers the rules of inference $R I_{R}(P D)=\left\{R, R^{3}(P D)\right\} \Rightarrow C_{R}$, then $X \vdash_{R} A$ implies that $X \vdash_{P D} A$. Hence, if $X \vdash_{R} A$, then, for each $x \in A$, there is some $F \in \mathcal{F}(X)$ such that $F \models_{P D} x$. Although, $\mathcal{T}=C_{P D}(\emptyset)$, in general, $\mathcal{T} \neq C_{R}(\emptyset)$. However, we do have that $\mathcal{T} \supset C_{R}(\emptyset)$.

Example 3.3.2. ( $P D$ axioms with a missing atom $P_{0}$ yields $\left\{C_{m}^{\prime}\right\} \subset \mathcal{C}_{f}(P D)$ such that $\bigwedge\left\{C_{m}^{\prime}\right\} \notin \mathcal{C}_{f}(P D)$.) Consider $P D$. Let $L^{\prime}$ be the propositional language defined by the set of propositional variables $\left\{P_{i} \mid i \in \mathbb{N}\right\}-\left\{P_{0}\right\}$. For each $m \in \mathbb{N}^{>0}$, let $J_{m}=\left(\neg P_{0} \rightarrow \neg P_{m}\right) \rightarrow\left(P_{m} \rightarrow P_{0}\right)$, and let $R_{1}^{\prime}, R_{2}^{\prime}, R_{3}^{\prime}$ be defined for the language $L^{\prime}$, in the same manner as $R_{1}, R_{2}, R_{3}$ are defined for $L$, and let $R^{3}(P D)$ be defined for $P D$. Let $R^{1}=R_{1}^{\prime} \cup R_{2}^{\prime} \cup R_{3}^{\prime}$, and, for each $m \in \mathbb{N}^{>0}, R_{m}^{1}=\left\{R^{1} \cup\left\{J_{m}\right\}\right\}$. For each $m \in \mathbb{N}^{>0}$, the rules of inference is the set $R I_{m}^{\prime}(P D)=\left\{R_{m}^{1}, R^{3}(P D)\right\} \Rightarrow C_{m}^{\prime}$ and, for this rules of inference, the $P_{0}$ only appears in $J_{m} \cup R^{3}(P D)$. For any deduction, the Modus Ponens (MP) rule is applied to previous steps. Thus, no deduction, from empty hypotheses, using $R^{1}$ can either lead to any wwf that includes $P_{0}$ or utilize any wwf that contains $P_{0}$. The only member of the $R_{m}^{1}$ that is not a premise and can be used for a deduction that contains $P_{0}$ is $J_{m}$. Let $X=\left\{\left(\neg P_{0} \rightarrow \neg P_{n}\right), P_{n} \mid n \in \mathbb{N}^{>0}\right\}$. Obviously, for each $m \in \mathbb{N}^{>0}, P_{0} \in C_{m}^{\prime}(X)$ and, since $J_{m} \in \mathcal{T}$ and $P_{0} \notin \mathcal{T}$, then $P_{0} \notin C_{m}^{\prime}(\emptyset)$. Consider for each $m \in \mathbb{N}^{>0}$, nonempty $A \in\left\{J_{n},\left(\neg P_{0} \rightarrow \neg P_{n}\right), P_{n}, P_{0} \mid(m \neq n \in\right.$ $\left.\left.\mathbb{N}^{>0}\right)\right\}$. Then $\vdash_{m} A$. For example, let $A=J_{n} n \neq m$. This would imply that $\vdash_{m} J_{n}$. But, since $J_{m} \neq J_{n}$ and there is no member of $R^{1}$ to which $M P$ applies, such a deduction is not possible. The same holds for $\left(\neg P_{0} \rightarrow \neg P_{n}\right), P_{n}, P_{0}$. Further, for $A$ and for $j \neq m$ or $k \neq m,\left(\neg P_{0} \rightarrow \neg P_{j}\right), \neg P_{k} \nvdash_{m} P_{0}$ for the same reasons. Consider for each $m \in \mathbb{N}^{>0}$, any nonempty $F \in \mathcal{F}(X)$ such that $P_{0} \in C_{m}^{\prime}(F)$. Then, from the above discussion, $\left(\neg P_{0} \rightarrow \neg P_{m}\right), P_{m} \in F$. Let $a=\max \left\{i \mid\left(\left(\neg P_{0} \rightarrow P_{i}\right) \in F\right)\right.$ and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\}, b=$ $\max \left\{i \mid\left(P_{i} \in F\right)\right.$ and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\}$. Let $M=\max \{a, b\}$. Then, again from the above discussion, $P_{0} \notin C_{M+1}^{\prime}(F)$. Hence, $P_{0} \notin \bigcup\left\{\left(\bigwedge\left\{C_{m}^{\prime}\right\}\right)(F) \mid F \in \mathcal{F}(X)\right\} \neq\left(\bigwedge\left\{C_{m}^{\prime}\right\}\right)(X)$ and $\bigwedge\left\{C_{m}^{\prime}\right\} \in \mathcal{C}(P D)-\mathcal{C}_{f}(P D)$.

Example 3.3.3. (Extended positive propositional deduction ( $P D$ axiom restrictions) yields $\left\{C_{n}\right\} \subset \mathcal{C}_{f}(L)$ such that $\bigwedge\left\{C_{n}\right\} \notin \mathcal{C}_{f}(L)$.) Consider $P D$. As defined above $\mathcal{T}$ is the set of all $A \in P D$ such that $A$ is a tautology. The h-rule is defined as follows: for each $A \in L$, let $h(A)$ denote the wwf that results from erasing each $\neg$ that appears in $A$. Now let $R_{3}^{\prime}=\left\{X \mid\left(X \in R_{3}\right)\right.$ and $\left.(h(X) \in \mathcal{T})\right\}$. Then $\emptyset \neq R_{3}^{\prime} \neq R_{3}$ since if $h(A) \in \mathcal{T}$, then $h((\neg A \rightarrow \neg B) \rightarrow(B \rightarrow A))=(h(A) \rightarrow h(B)) \rightarrow(h(B) \rightarrow h(A)) \in \mathcal{T}$ and $\left(\neg P_{0} \rightarrow \neg P_{n}\right) \rightarrow\left(P_{n} \rightarrow P_{0}\right) \notin R_{3}^{\prime}, n \neq 0$. Let $R^{1}=R_{1} \cup R_{2} \cup R_{3}^{\prime}$ and $R I_{h}(P D)=$ $\left\{R^{1}, R^{3}(P D)\right\} \Rightarrow C_{h}$. For each $n \in \mathbb{N}^{>0}$, let $J_{n}=\left(\neg P_{0} \rightarrow \neg P_{n}\right) \rightarrow\left(P_{n} \rightarrow P_{0}\right)$ and the rules of inference be $R I_{n}(P D)=\left\{R^{1} \cup\left\{J_{n}\right\}, R^{3}(P D)\right\} \Rightarrow C_{n}$. Each member of $R^{1}$ is a tautology. Further, if $A \in R^{1}, h(A) \in \mathcal{T}$ and if $A, A \rightarrow B \in R^{1}$, then $h(A \rightarrow B)=h(A) \rightarrow h(B)$ implies that $h(B) \in \mathcal{T}$. Thus, for each $A \in R^{1}$, the $h$ operator coupled with any MP application using members of $R^{1}$ yields a tautology. This operator acts as a concrete model for deduction from empty hypotheses using members of $R^{1}$. But for certain members of $R_{3}$, the h-rule does not generate a tautology and these members of $R_{3}$ are, therefore, not members of $C_{h}(\emptyset)$. That is, for $R_{1} \cup R_{2} \cup R_{3}^{\prime}$
they are not $R I_{h}(P D)$ theorems. Each $J_{n}$ is a wwf that cannot be established by $R I_{h}(P D)$ deduction (i.e. $\left.J_{n} \notin C_{h}(\emptyset)\right)$. Consider for any $n \in \mathbb{N}^{>0}$, $A \vdash_{n} B$. This can always be written as $J_{n}, A \vdash_{n} B$. Suppose that for each $m, n, k \in \mathbb{N}^{>0}, k \neq n$, that $X_{m}=\left(\neg P_{0} \rightarrow \neg P_{m}\right)$ and $X_{m}, P_{k} \vdash_{n} P_{0}$. Since the derivation of the Deduction Theorem does not utilize $R_{3}$, then this implies that $\vdash_{n} J_{n} \rightarrow\left(X_{m} \rightarrow\left(P_{k} \rightarrow P_{0}\right)\right)$. This can be considered as a deduction that does not use $J_{n}$ as a premise. Hence, this implies that $\vdash_{h} J_{n} \rightarrow\left(X_{m} \rightarrow\left(P_{k} \rightarrow P_{0}\right)\right)$. However, this contradicts the h-rule. Also notice that $J_{m}=\left(X_{m} \rightarrow\left(P_{m} \rightarrow P_{0}\right)\right)$. Hence, for each $m, n, k \in \mathbb{N}^{>0}, k \neq n$; $X_{m}, P_{k} \nvdash_{n} P_{0}$, implies that for any nonempty $A \subset\left\{X_{m}, P_{k} \mid m, k \in \mathbb{N}^{>0}\right)$ and $\left.(k \neq n)\right\}$, that $P_{0} \notin C_{n}(A)$. However, for each $n \in \mathbb{N}^{>0}, P_{0} \in C_{n}\left(\left\{X_{n}, P_{n}\right\}\right)$. This also shows that for each $m, n \in \mathbb{N}^{>0}, n \neq m$, that $C_{n}\left(\left\{X_{m}, P_{m}\right\}\right) \neq C_{m}\left(\left\{X_{m}, P_{m}\right\}\right)$, and that $C_{n} \neq C_{m}$. Obviously, since $P_{0} \notin \mathcal{T}$ implies that, for each $n \in \mathbb{N}^{>0}, \not{ }_{n} P_{0}$, then, for each $n \in \mathbb{N}^{>0}, P_{0} \notin C_{n}(\emptyset)$. Now let $Y=\left\{\left(\neg P_{0} \rightarrow \neg P_{i}\right), P_{i} \mid i \in \mathbb{N}^{>0}\right\}$. Then, for each $n \in \mathbb{N}^{>0}, P_{0} \in C_{n}(Y)$. Thus $P_{0} \in\left(\bigwedge\left\{C_{n} \mid n \in \mathbb{N}^{>0}\right\}\right)(Y)$. Consider for each $j \in \mathbb{N}^{>0}$, any $F \in \mathcal{F}(Y)$ such that $P_{0} \in C_{j}(F)$. Then $F \neq \emptyset$. If $\left\{i \mid\left(\left(\neg P_{0} \rightarrow \neg P_{i}\right) \in\right.\right.$ $F$ ) and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\} \neq \emptyset$, let $a=\max \left\{i \mid\left(\left(\neg P_{0} \rightarrow \neg P_{i}\right) \in F\right)\right.$ and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\}$. If $\left\{i \mid\left(P_{i} \in F\right)\right.$ and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\} \neq \emptyset$, let $b=\max \left\{i \mid\left(P_{i} \in F\right)\right.$ and $\left.\left(i \in \mathbb{N}^{>0}\right)\right\}$. The set $\{a, b\} \neq \emptyset$. Let $M=\max \{a, b\}$. It has been shown that $P_{0} \notin C_{M+1}(F)$. Hence, from this, it follows that $P_{0} \notin \bigcup\left\{\left(\bigwedge\left\{C_{n}\right\}\right)(F) \mid F \in \mathcal{F}(Y)\right\} \neq\left(\bigwedge\left\{C_{n}\right\}\right)(Y)$ and $\bigwedge\left\{C_{n}\right\} \in \mathcal{C}(P D)-\mathcal{C}_{f}(P D) . \|$

For the two collections $\left\{C_{n}\right\},\left\{C_{m}\right\} \subset \mathcal{C}_{f}(L)$ defined in the last two examples, notice that $\bigcap R I_{m}^{\prime}(P D)=\bigcap R I_{n}(P D)=\left\{R^{3}(P D)\right\} \Rightarrow G \in \mathcal{C}_{f}(L), G(\emptyset)=\emptyset, G<$ $\bigwedge\left\{C_{n}\right\}$. The rule of inference $\left\{R^{3} I(P D)\right\}$ yields axiomless propositional deduction.

Example 3.4. (For denumerable $L$, the set $\mathcal{C}_{f}(L)$ has the power of the continuum.) For any set $X$, let $|X|$ denote its cardinality (power). For the real numbers $\mathbb{R},|\mathbb{R}|$ is often denoted by $\aleph$ or $c$. For a denumerable language $L$, let $a \in L$ and consider $L-\{a\}$. Let $\mathcal{I}$ be the set of all infinite subsets of $L-\{a\}$. Then $|\mathcal{I}|=\aleph$. For any $X \in \mathcal{I}$, let $R_{X}=\{(a, x) \mid x \in X\}$ and $R I_{X}(L)=\left\{R_{X}\right\} \Rightarrow C_{X}$. Then $C_{X}(\{a\})=\{a\} \cup X$. Let $A, B \in \mathcal{I}, A \neq B$. Then $C_{A}(\{a\})=\{a\} \cup A \neq\{a\} \cup B=C_{B}(\{a\})$. Thus $\mid\left\{C_{X} \mid X \in\right.$ $\mathcal{I}\} \mid=\aleph$. Hence $\left|\mathcal{C}_{f}(L)\right| \geq \aleph$.

On the other hand, each $C \in \mathcal{C}_{f}(L)$ corresponds to a general logic-system $R I^{*}(C)$ such that $R I^{*}(C) \Rightarrow C$ (Herrmann (2006)). From the definition of a general rules of inference, $R I^{*}(C)$ corresponds to a finite or denumerable subset of $\bigcup\left(\left\{L^{n} \mid n \in\right.\right.$ $\left.\mathbb{N}^{>0}\right\}$. But, $\mathcal{P}\left(\bigcup\left(\left\{L^{n} \mid n \in \mathbb{N}^{>0}\right\}\right)=\aleph\right.$. Hence, $\left|\mathcal{C}_{f}(L)\right| \leq \aleph$. Consequently, $\left|\mathcal{C}_{f}(L)\right|=\aleph$. (Depending upon the definition of "infinite," this result may require the Axiom of Choice.)

Example 3.5. (For denumerable L, there exists denumerably many general logicsystems that generate a specific $C \in \mathcal{C}_{f}(L)$.) Let $C \in \mathcal{C}_{f}(L)$. Let $R I^{*}(C)$ be the general logic-system defined in Herrmann (2006), where $R I^{*}(C) \Rightarrow C$. Notice that when the $R I^{*}(C)$-deduction algorithm is used, it can be considered as applied to $\bigcup R L^{*}(C)$. For $\emptyset \neq X \in \mathcal{F}(L)$, where $|X|=n \in \mathbb{N}$ and $n \geq 1$, consider any finite sequence $\left\{x_{1}, \ldots, x_{n}\right\}=X$. Define $R_{X}=\left\{\left(x_{1}, \ldots, x_{n}, x\right) \mid x \in X\right\}$. Let general logic-system $R I_{1}(L)=\left\{R_{X} \mid X \in \mathcal{F}(L)\right\}$. Then $R I_{1}(L) \Rightarrow C_{1} \in \mathcal{C}_{f}(L)$. Let $Y \in \mathcal{P}(L)$. If $Y=\emptyset$, then $C_{1}(\emptyset)=\emptyset$. For nonempty $Y \in \mathcal{P}(L)$, let $y \in C_{1}(Y)$, then $y$ is deduced via the general logic-system algorithm. Hence, there exists a nonempty finite $A=\left\{y_{1}, \ldots, y_{n}\right\}=Y \subset L$ such that $\left(y_{1}, \ldots, y_{n}, y\right) \in R I_{1}(L)$ and $y \in Y$. Hence, $C_{1}(Y) \subset Y$ implies that $C_{1}(Y)=Y$. Thus, $C_{1}$ is the identity finite consequence operator.

Let $R I^{+}(L)=R I_{1}(L) \cup R I^{*}(C)$ and note that $R I^{+}(L) \Rightarrow C$. For each $n \in \mathbb{N}^{>0}$, there exists $r_{n} \in \bigcup R I^{+}(L)$, such that $r_{n}=\left(x_{1}, \ldots, x_{n}, x\right), i=1, \ldots, n$ and $x \in$ $C\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)$. Thus, there exists a unique nonempty $R_{n}^{+} \subset \bigcup R I^{+}(L)$ such that $r_{n} \in$ $R_{n}^{+}$if and only if $p_{i}\left(r_{n}\right)=x_{i} \in L, 1, \ldots n$. The general logic-system $R I^{* *}(L)=\left\{R^{1}\right\} \cup$ $\left\{R_{k}^{+} \mid k \in \mathbb{N}^{>0}\right\} \Rightarrow C$, where $R^{1}=C(\emptyset)$. (Notice that if $A \subset R^{1}$, then $C(A)=R^{1}$.) For each $n \in \mathbb{N}, n \geq 2$, let $\left(y_{1}, \ldots, y_{n}\right)$ be a distinct permutation $p$ of the coordinates $x_{i}, i=1, \ldots, n$, for a specific $r_{n}=\left(x_{1}, \ldots, x_{n}, x\right) \in R_{n}^{+}$. Let $r_{n}^{p}=\left(y_{1}, \ldots, y_{n}, x\right)$ and $R_{n, p}^{+}=\left(R_{n}^{+}-\left\{r_{n}\right\}\right) \cup\left\{r_{n}^{p}\right\}$. This yields $R I_{n}^{p}(L)=\left(R I^{* *}(L)-\left\{R_{n}^{+}\right\}\right) \cup\left\{R_{n, p}^{+}\right\} \Rightarrow C$. If $\{m, n\} \subset \mathbb{N}, m, n \geq 2, m \neq n$, then $R I_{n}^{p}(L) \neq R I_{m}^{p}(L)$. Further, if $p, q$ are two distinct permutations, then $R I_{n}^{p}(L) \neq R I_{n}^{q}(L)$. Hence, for each $n \in \mathbb{N}, n \geq 2$, there exists $n$ ! distinct general logic-systems that generate the same $C \in \mathcal{C}_{f}(L)$. Whether, for each $n \in \mathbb{N}, n \geq 2$, only one distinct permutation or each of the $n$ ! permutations are utilized to define distinct general logic-systems, this implies that there exists a denumerable collection of general logic-systems each member of which generates $C$.

## 4. GGU-model Operators.

Of significance to physical science is the use of logic-systems to generate the development of a universe. For the General Grand Unification Model (GGU-model), logic-system behavior implies that physical-systems are designed from rationally ordered combinations of constituents and each complete physical-system follows a rational development over observer-time. Their application to the GGU-model appears in Herrmann (2013a) and (2013b).

## 5. A Formal Measurement of Intelligence.

General logic-systems can yield a measure for intelligence via the seventh Thurstone (1941) factor - "Reasoning" ability. Moreover, what follows is but one measure, among others, for the ability to reason.

Definition 5.1 Intelligence is the ability to apply rules specified by an algorithm and to obtain from a given logic-system distinct deductive conclusions or a specific conclusion. This ability is measured over a specific time interval. The measure itself is the number of reasoned distinct conclusions that can be obtained during that time interval or whether the final conclusion is the one specified.

Intelligence, as measured by Definition 5.1, has significant meaning via comparison. Consider the hyper-interval ${ }^{*}\left[c_{i}, c_{i+1}\right]$ and the hyperfinite logic-system $K_{1}^{q}(\lambda)$ restricted to this hyper-interval. Consider the informal standard general logic-system $\mathrm{K}_{1}^{q}$ obtained from $K_{1}^{q}$ by restriction. Let agent A be a standard agent that can perform only finitely many [i.e. $n$ ] deductions over a time internal of length $c_{i+1}-c_{i}$. (The first step is $\mathrm{F}^{q}\left(\mathrm{t}^{q}(i, 0)\right)$.) This is generalized to a set of "superagents" $\mathcal{A}$ where for each $n \in \mathbb{N}, n>$ 0 , there is a member of $\mathcal{A}$ that can deduce $n$ distinct members of $\mathrm{d}_{q}$ during this time interval. Hence, for any $n \in \mathbb{N}, n>0$, there is a superagent $\mathrm{A}_{n}$ that can obtain $n$ distinct deductions over time period $c_{i+1}-c_{i}$.

Formally characterizing the "number" of distinct deductions that a superagent can make, this number can be compared with hyperfinite set of deductions. Consider the $\lambda$ in Theorems 4.q (Herrmann (2006b)). There exists a superagent agent $H$ that can deduce $\lambda+1$ distinct members of $d_{x}^{q}$. If one does not include the notion of superagents, then assume that an agent $H$ exists that can do hyper-deduction. In mathematical logic, one can assign the superagent notion to such statements as "for the formal predict logic and any $n \in \mathbb{N}, n>0$, there are well-formed formulas (formal theorems) that require $n$ or more steps to deduce." (There are multi-universe models that do allow for superagents to exist in the sense that deductions can be continued via other agents indefinitely. Thus, in this case, a superagent is a finite collection of agents or, depending upon the cosmology, a single agent.) Definition 6.1 can be interpreted as follows: For an agent $H$ that can do hyper-deduction, agent $H$ is, in general, infinitely more intelligent than standard agent $\mathrm{A} \in \mathcal{A}$ and, in general, can obtain conclusions that A cannot. (In a few special cases, although it is not considered as deduction, special analysis can determine all the values of $\left\{{ }^{*} \mathbf{F}^{q}\left({ }^{*} \mathbf{t}^{q}(i, j)\right) \mid 0 \leq j \leq \lambda\right\}$.)

## 6. Constructed Natural Numbers.

(As of the date of this article, all previous statements made by this author in a Section 6 entitled "Potentially-Infinite" that are archived at arxiv.org or at vixra.org should be disregarded.)

Within formal logic, certain informal rules are given. One such rule is that a derivation can have steps that include specifically selected representations for a logicaxiom, a schema. For example, the schema $\mathcal{A} \rightarrow(\mathcal{B} \rightarrow \mathcal{A})$. One can choose to write a step in a derivation of the form $(P(b) \rightarrow Q(c)) \rightarrow((R(c) \rightarrow Q(c)) \rightarrow(P(b) \rightarrow$
$Q(c))$ ) for the well-formed-formula $(P(b) \rightarrow Q(c)),(R(c) \rightarrow Q(c))$. However, there are no explicit rules that guide this choice. It is claimed that Gödel "arithmetized" the metamathematics that yields a formal proof using a set of axioms, like S in Mendelson (1987, p. 117). This is a false statement. Certainly one cannot do so relative to the meta-process of "human" choosing. Indeed, one could obtain such a choice in a rather "random" manner. Such a process is exterior to any formal axiom system. It is the result of such a process that carries a Gödel number (Mendelson, (1987, p. 155)). Another human choice is relative to the "number" of steps in a formal proof. Although a formal proof has only "finitely" many steps, the number of such steps in not limited. This "not limited" concept is not arithmetized since again it is a "matter of human choice."

The concept of the "counting numbers" is an accepted basic requirement. How counting number symbols are employed to symbolize the intuitive concept of a quantity of physical objects is usually conceptually learned in childhood and is not further discussed. There are neither formal nor informal deductions without the concept of "counting the deductive steps." The number of steps is not limited by a material physical or time controlled universe. Thus, the idea of counting the number of steps becomes a mental concept and even of what the steps are composed is mental and imagined. The symbolic names, the constant symbols, used for the counting numbers are generally the same as those employed for the more formally determined natural numbers. The symbols, of course, depend upon the language employed.

The counting numbers and formal representations for them yield an extension of the finite termed the potentially infinite. This is an attempt to capture the concept of the "not limited" notion. This is directly relative to the concept of "constructionism." That is, that one uses a described rule, considers an object A and "constructs" a distinct object B . The rule is informally comprehended. But, again the rule for such a construction can be repeated "without termination." I know of no way to formally express this concept in a finite manner using, for example, the one predicate $\in$ of formal first-order set theory. The mental notion of "without termination" is often not mentioned but is inherent within the instructions themselves. Essentially, we are told in Mendelson (1987, p. 28) that a proof is a finite list where each is obtained from an axiom or a direct consequence of some of the preceding well-formed formula. The notions of the "finite" are "preceding" are not defined but assumed comprehended. The finite is not stated as limited and the examples given show explicitly that the "finite" is not limited. This is supposed to be "understood" without further explanation.

I point out that one implication of Gödel's Incompleteness Theorem is that given "any" finite counting number $n$, there is a well-formed-formula that requires $n$ or more
steps to derive. Would this result by of any great significance if the counting numbers are limited in extent? And, the idea that one can construct finite collections of counting numbers and without termination continue these extensions of the finite is necessary for the phrase "more steps" to have any meaning.

Often informal metamathematics set theory is used and the symbols are stated as being elements of an "infinite set," where an "infinite" entity is stated as existing. The infinite entities come from an axiom or definitions involving types of functions. In this regard, the notion of "finite" often appears to be presupposed. In Herrmann (2014), one of the descriptions that should yield mental images starts with an imagined potentially infinite construction - the constructed natural numbers. But, if individuals merely alter their view, then this construction merges into a view of an "infinite" notion termed as a "completed infinite." A minor amount of such intuitive (informal) set theory is next employed. The material used can be formally expressed via a first-order language. The counting numbers and their ordering is assumed.

In example 3.3, the symbol $\mathbb{N}$ appears and throughout this article the concepts of a "set theory" are employed. What is $\mathbb{N}$ and what set theory? The set theory is termed as "intuitive" or "informal" set theory. Some authors, such as Mendelson (1987, p. 4 9 ), describe what one is allowed to do when this theory is applied. This theory does not contain an "Axiom of Infinity." For his description, $\mathbb{N}$ is the accepted set of "positive integers." But what are these?

In monographs, such as Herrmann (1978, 1993), such formal axioms as denoted by ZFH, ZFC for a set theory and the like are not actually employed. As stated there, what is employed is a "model" for these axioms. In particular, a model $\mathbb{N}$ for the axiom of infinity. For all of my relevant articles, $\mathbb{N V}$ is declared as a set of natural numbers that satisfy, at least, the informal axioms of Peano. Concepts such as the "finite" and "infinite" are first defined relative to $\mathbb{N}$. Then, in the usual manner, the informal sets of rational, real, and complex numbers are defined in the customary manner. Further, the adjective "informal" is not continually employed and other sets are defined informally. As done in model theory, the formal set of natural numbers $\omega$ is "interpreted" via a mapping defined on $\omega$ onto $\mathbb{N}$ and nothing more needs to be considered relative to $\omega$.

The constructed natural numbers are generated from the empty set $\emptyset$, where due to the provable uniqueness of this set, it can be represented by writing a constant symbol $\emptyset$. (Indeed, the rules themselves can be considered as those that merely present rules for symbol manipulation.) The important fact about $\emptyset$ is that there is no set $A$ such that $A \in \emptyset$. The empty set is defined as a constructed natural number. Hence, in the usual manner, beginning with $\emptyset$, which to symbolized by the constant $\mathbf{0}$, one derives at step (1), the set $\{\emptyset\}$ (symbolized as $\mathbf{1}$ ). This derivation is a called a "construction"
by some. Under the informal procedure, $\{\mathbf{0}\}=\{\emptyset\}=\mathbf{1}=\emptyset \cup\{\emptyset\}$. Then for derivation step (2), we have $\mathbf{2}=\{\emptyset,\{\emptyset\}\}=\mathbf{1} \cup\{\mathbf{1}\}=\{\emptyset\} \cup\{\{\emptyset\}\}=\{\mathbf{0}, \mathbf{1}\}$. Then, in order, comes the famous symbol string .... This string is suppose to mean continue "in like manner" and without termination using the previous step to obtain the derived "next step." The result of all of this is the constructed natural numbers. In Herrmann (2014a), I list some of the accepted definitions and methods used to establish informal "proofs" relative to symbolic manipulations and definitions using finite forms for various informal sets. Of course, the methods used within Mathematical Logic allow one to analyze these forms relative to the symbols employed and their location relative to their order as represented by a finite sequence of ordered members of informal $\mathbb{N}$ (Mendelson, (1987, p. 12, Note $\ddagger$ )).

Notice that $\mathbf{0} \in \mathbf{1} \in \mathbf{2} \cdots$ and $\mathbf{0} \subset \mathbf{1} \subset \mathbf{2} \cdots$. Indeed, for the constructed natural numbers $\in$ behaves like a simple order. The last example in Herrmann (2014) uses such symbolic forms in an imagined mental construction. Using the view as there described, the complete object composed of the constructed natural numbers mentally exists. Since mathematics should neither be restricted to what can be presented via a physically presented "proof" or a physical material and time related universe, then I consider this mentally conceived relation between the potentially infinite and the completed infinite as sufficient to establish that the two notions are equivalent. I acknowledge that not all individuals have the ability to mentally imagine these images as clearly as others can.

As previously implied, the term "set" is often used in two or more context. One has the term used in formal set theory. But, in informal set theory, the set theory actually used by the vast majority of mathematicians, it means a great deal more. Mostly, throughout mathematics, sets are defined informally. Even in Mathematical Logic one has a basic definition. "(1) A countable set of symbols is given as the symbols of $\mathcal{L}$. A finite sequence of symbols of $\mathcal{L}$ is called an expression. (2). There is a subset of $\mathcal{L}$ called the set of well-formed-formulas" (Mendelson, (1987, p. 28). Such declared sets must be carefully described.

As mentioned, the constructed natural numbers can be imagined and, informally, declared to be a set. In Shoenfield (1977, p. 333), the set of constructed natural numbers forms a model for the formal Axiom of Infinity. Depending upon the context, individuals mentally comprehend the properties and content of such sets without a continual refinement of the informal definition.

I am a member of a large community of mathematicians $\mathbf{M}$, where the constituents employ their imagination. The concepts, where some may not even be fully expressible by a language, are mentally "comprehended" by members of $\mathbf{M}$. Other communities
that consist of entities that do not possess the necessary imagination or such mental comprehension can perform mathematical manipulation and apply the mathematics created by members of $\mathbf{M}$ to other disciplines. Such manipulations and applications are also performable by members of $\mathbf{M}$.

Among other accepted methods, members of $\mathbf{M}$ employ classical logic to deduce conclusions. They accept informal set theory and extend the notion of the counting numbers to include basic properties termed as those of the informal natural numbers. When used by certain members of $\mathbf{M}$ to investigate symbolic forms, these methods are termed as metamathematics. A complete list of the methods employed cannot be fully expressed since from time-to-time additional methods are adjoined to this list. The methods used are expressed within the pages of the papers published by members of this community. Often one becomes a member of this community by presenting a vast collection of written statements that are judged to be "correctly" expressed using the language and methods accepted by other members of $\mathbf{M}$.
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