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Abstract In real criminal cases, the decision outcome is often influenced by many
complex factors, such as the importance of initial evidence and the prioritization
of evidence. How to model these information in an integrated manner to provide
technical tools for case detection so as to find the real suspect is of great im-
portance for social security and stability. To address the above issues, this paper
proposes a novel soft likelihood function based on the Decision Making Trial and
Evaluation Laboratory (DEMATEL) method. Firstly, the proposed method well
preserves the preference of decision-maker (DM) in the soft likelihood function
proposed by Yager et al. Secondly, the method takes into account the modeling of
associated information. In addition, it also extends the soft likelihood function to
reflect the preferences of DMs through the importance of evidence. Finally, based
on these designed algorithms, a decision processing model for criminal cases is
constructed, which systematically provides a guiding process for case detection.
Numerical examples and applications show the practicality and effectiveness of the
proposed method.
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1 Introduction
1.1 Literature review

Decision-making is closely related to human activities, which is based on human
judgment and cognition. Intelligent systems are essentially simulations of human
thinking, and are an effective mechanism for automatically or semi-automatically
transforming information from different sources into providing decision-making
results for humans. With the development of society, decision making plays an in-
creasingly important role in actual life [1-3]. Up to now, there are many researches
and applications of decision-based derivatives, such as group decision making [4-
6], multi-attribute decision making [7,8], ethical decision making [9-11], strategic
decision making in business [12,13], etc [14,15].

However, real world information is often abstract and uncertain. Therefore, how
to model uncertain information to obtain valuable information for people to make
decisions and judgments is a crucial hot topic. In order to make full use of the po-
tential value of information, many scholars have carried out extensive research and
created many studies on uncertain information modeling, such as fuzzy sets [16—
18], Dempster-Shafer evidence theory [19-22], aggregation-based operator [23—26],
Z numbers [27,28], D numbers [29,30], evidence reasoning [31,32], etc. Like these
methods, likelihood function is also one of the important information processing
and modeling tools. However, the initial likelihood function can produce conflict-
ing results, when fusing compatible evidence from multiple sources. One extreme
example is, when there is an event with probability 0 in the evidence group, the
likelihood function will also be equal to 0. That is, in this case, a small probability
event vetoes the role of other evidence, which is obviously unreasonable. To solve
this problem, Yager et al. [33] first created a more moderate likelihood function
in 2017, which is called the soft likelihood function. The proposed soft likelihood
function introduces weights of ordered weighted averaging (OWA) operators based
on decision makers’ preferences, which makes the original likelihood function more
flexible in combining compatible evidence. A practical utility is that, it allows for
the optimal allocation of available resources. In criminal cases, an interesting phe-
nomenon has been demonstrated. That is, for evidence collected from different
suspects, the higher the value of the fused soft likelihood function, the stronger
the willingness of the officer to investigate the person. Due to the advantages of
soft likelihood function in dealing with uncertain information, many scholars have
extended it to other fields.

For instance, Jiang et al. [34] studied the belief structure of Dempster-Shafer
evidence theory based on soft likelihood function. Ma et al. [35] constructed the
method of transforming triangular fuzzy number into basic belief assignment based
on soft likelihood function in evidence theory. Fei et al. designed intuitionistic
fuzzy decision-making [36] and interval-valued fuzzy decision-making [37] using
soft likelihood function, etc [38,39]. In addition, combined with the soft likelihood
function based on the OWA operator, some recent practical applications, namely
expert decision-making [40] and multi-sensor data fusion [41] and healthy waste
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management [42] have also been paid attention to by the author. The above prac-
tical applications demonstrate the potential of soft likelihood functions to move
successfully from theory to practice.

Now, let us return to the development of the soft likelihood function itself.
At first, Song and Deng [43] proposed a new soft likelihood function based on
power ordered weighted average (POWA) operator, which considered the degree of
support between evidence probabilities. Subsequently, through theoretical analysis
and experimental research, The author in [44] found two major flaws in the soft
likelihood function proposed by Song and Deng (On the one hand, they method
does not reflect the weights of OWA operators. This means that their approach
only reflects the "P” (i.e., power) in POWA, but ignores the ”OWA?” so it is not
strictly a form of POWA. On the other hand, it does not reflect the preferences
of decision makers well. That is, the fusion results of the likelihood function and
the decision maker’s preference level do not show a correlation feature, but this
property is quite important in the soft likelihood function, as originally discussed
by Yager in literature [33]). To overcome the above problems, a modified soft
likelihood function is proposed by the author in [44]. However, to further enrich the
theoretical connotation of the soft likelihood function, there are many interesting
questions worthy of extensive exploration.

1.2 Challenge and motivation

By reviewing and mining the existing soft likelihood function itself, we find that,
in all soft likelihood functions, both of the following assumptions are considered
to be prerequisites. 1). The sources of evidence are independent. 2). The
modeling of uncertainty evidence information is based on the proba-
bility priority. However, according to the logic of reasoning, in the real world,
there is often a correlation between things. As you might expect, these two con-
ditions may be the drawbacks that limit its development, to some extent. Below,
we will explain in detail the reasons why they are not met, which can be seen as
the motivation for the creation of this paper.

Why independence is a special constraint?

Causal inference is a fundamental and important feature in the detection of
a criminal case. The basis for establishing this feature is the correlation between
evidence, or the value of influence transmission, as it is called. In fact, even in the
usual case, our opinions about something are rarely independent. When evaluating
the difference between an objective thing, for example, we say that A is better than
B, and C'is much better than B. In the above sentence, the ”better” and the ” much
better” are relative and overlap. This means that ”much better” is at least 100%
of "better”, if not more. Thus, in this case, independence is only a special case
(which we can fully achieve by adjusting the size of the quantified indicator), and
may even be a defect.

Is the priority order of the evidence itself more needed than its probability in-
formation?

For decision makers, the criteria for information modeling do not depend solely
on the probability of things happening. Let’s explain in the same practical sce-
nario as above. Suppose that in a criminal case, investigators obtained three pieces
of evidence at the crime scene, namely fingerprints, handwriting, and evidence of
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footprints. Through forensic expert identification, the three probabilities of iden-
tifying the suspect x; are 0.4, 0.6, and 0.5, respectively. According to the existing
research of soft likelihood function, when the decision maker adopts more positive
preferences, the higher the priority given by the handwriting to the suspect z;.
That is, the decision maker thinks the suspect x; with a high probability the des-
ignation of is based on handwriting. However, in the process of decision-making,
modeling based on the importance of evidence is crucial. In this instance, the fin-
gerprint information is evidence that reflects the only physiological characteristics
of the suspect x;. This means that it is more important than other evidence. Our
position here is that the more important the evidence, the more priority should
be given. In this situation, the more positive the decision maker’s preference, the
fingerprint evidence will have the highest degree of identification of the suspect,
although its identification probability is not very high (Under these two different
viewpoints, the order in which the evidence is given importance is shown in Fig. 1).
Therefore, this way provides a distinctive way of identifying the ultimate offender.

AR > Sy > Q
B Q> B > %

Fig. 1: Part A represents the result of the existing soft likelihood function
assigning priority order to the evidence set. Obviously, we can see that this is
their respective probability-based representation. Part B is the order in which we
consider the importance of the evidence (i.e., its intrinsic properties) to be
greater than its probabilistic information.

More further, in response to the above two questions, the motivation for the
study of soft likelihood functions in this paper can be summarized as the following
two points, respectively: 1). how to expose potential correlations between evidence;
and 2). how to build a new compatible evidence fusion system based on the inherent
properties of evidence.

1.3 Our solution

Inspired by the DEMATEL method and the two important issues found above, in
this paper, we propose a novel soft likelihood function based on DEMATEL. First
of all, by using DEMATEL to comprehensively consider the correlation informa-
tion between the evidences. And then, a evidence correlation matrix is formed to
obtain the importance ranking of the evidence. Next, based on the OWA opera-
tor, the preference characteristics of decision makers are integrated. Finally, the
information fusion result is obtained through the distribution of weights. The idea



Title Suppressed Due to Excessive Length 5

of the proposed method can be summarized as: the modeling of uncertain infor-
mation is based on the importance of evidence. That is, in the decision-making
process, when decision makers adopt positive preferences, the more important in-
formation has the higher priority. Conversely, when policymakers adopt pessimistic
preferences, less important information has higher priority. All evidence is equally
important if policymakers adopt neutral preferences. On the basis of the above
efficacy, a criminal case analysis system has been specially developed. In addition,
the effectiveness of the proposed method is illustrated by its application in crimi-
nal forensic cases. Moreover, the superiority of the proposed method is illustrated
by comparison and analysis.

1.4 Outline

The paper is organized as follows. Section 2 introduces the background knowledge
required for this paper. Section 3 proposes a novel soft likelihood function based
on the DEMATEL method. And, based on this, a system model for criminal cases
is constructed. Section 4 applies the proposed method to criminal forensic cases
in the real world, to show the actual effect. Section 5 compares and analyzes
the rationality and superiority of the proposed method, and demonstrates the
reliability of the method through sensitivity tests. Finally, the work done in this
paper is summarized in Section 6.

2 Preliminaries

In this section, we review some basic concepts, such as ordered weighted aver-
aging (OWA) operators, soft likelihood function, and Decision Making Trial and
Evaluation Laboratory (DEMATEL) method.

2.1 Ordered weighted averaging operators

Definition 1. An OW A aggregator operator of dimension n is a mapping domain,
i.e., OWA: R" — R. It is related to a vector of n dimensions. That is

w= [w1~--wn]T (1)

In the above equation, w indicates the OWA weight vector, and its component
wj is called the weight of OWA. The elements in w; always satisfy the following
two constraints, for all j

0<w; <1
st‘{z:Z ws = 1 (2)

Based on the above, eventually, this OWA aggregation operator is formally repre-
sented as follows

OWA(a1, -+ ,an) = Zwibi (3)
=1

with b; is the jth largest of the a;.
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If we let A be an index function and \; be the index of the ith largest parameter
value, then the OWA aggregation operator can be redefined as below

OW A(a1,...,an) = Zwiaxi (4)
i=1

The OWA operator provides many categories for aggregating different weight
vectors. Some special examples are given as follows

—w": If wi = 1 and w; = 0 for j # 1, this operator can be written as
OWA(az1, ...,an) = axq) = Maxzi(a;).

— wy: [fw, = 1and w; = 0 for j # n, in this case, we can get that OW A(aq, ...,an) =

UJ)\(n) = Mznz(al)

— wp: When w; = (1/n) for j = 1 to n, this operator can be described as
OWA(a1,....,an) = (1/n) 37 as.

— wik): When wig = 1 and w; = 0 for j # K, in this case, we can obtain that
OWA(al, .‘.,an) = aA(K).

2.2 OWA weights based on attitudinal preferences

For obtaining the weight values of OWA, many approaches have been investigated.
One of the popular ways is a function-based representation. Suppose the mono-
tonic function is a mapping F: [0,1] — [0, 1], which satisfies the following three

constraint conditions
F(z) > fy)if x>y
s.t. F0)=0 (5)
F(1)=1
in which F' is called a BUM function. Based on this function, the w; for j =1 to
n such that

J J—1
: EA 6
wy = () - s ©
where w; has all the properties of OWA weights [45,46].

Yager [45] shows that, for a given BUM function F', a representative measure
of optimism can be obtained, which is described in mathematical notation as

Opt(F) = /0 Fa)da (1)

For a significant function F, a useful form is F'(z) = z¥ for p > 0. Based on
this, the degree of optimism «, is determined as

1 p+1 1
a :/ 2¥de = = L (8)
0

It is easy to deduce that 0 < a < 1. Using this function form, the OWA weights
for j =1 to n is defined as

wy =P~ rI Y = (L (I e )

Finally, from the perspective of given preference «, we can obtain

w= ()= - (% (10)
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2.3 Soft likelihood function

Yager et al. [33] originally proposed the application of the likelihood function to
criminal investigation cases to determine the probability of a suspect committing
a crime.

Definition 2. For m independent sources of evidence supporting the guilt of
suspect z;, let p;; represent the jth body of evidence that is used as proof that z;
is the offender. One way to find the offender is defined as

—:

Li= || pij (11)

1

J

Definition 3. Let \; be the index function and the likelihood function be
denoted as

J
Prod; () = ] pix.w) (12)
k=1

where p;y, (k) is the kth maximum compatible probability associated with suspi-
cious z;. It can be seen that Prod;(j) is monotonically decreasing as a function of
g, ie., if j1 < j2, then Prod;(j1) > Prod;(j2). In addition, since 0 < p;x, k) < 1,
0 < Prodi(j) <1 can be also easily observed.

By the above equation, it is easy to observe that the result of aggregation of
this compatible body of evidence is a product of m p;; with respect to x;.

However, when there exists a very small probability, such as p;; = 0, for any
j =1 to m, the result thus obtained is L; = 0. Obviously, this is against common
human perception, since the body of conflicting evidence completely eliminates
the possibility of other events occurring.

Considering that the representation of the likelihood function is too strict,
Yager et al. considered using the OWA aggregation operator to flexibly assign
weights to obtain a soft likelihood function.

Definition 4. For the OWA aggregation of the weight vector w, and Prod;(j),
a softer likelihood function for each element z;, denoted as L; .. That is

Liw = Y _ w;jProdi(j) (13)

j=1

in which w is the OWA weighting vector of dimension m. It satisfies all the previ-
ously given constraints.

Furthermore, taking into account the special form of the weighted vector w,
the soft likelihood function can be expressed in the following form. That is

1) w®: For j = 2 to m, w; = 0; and wy = 1. In this case, we have L; w< =
Prod;(1) = pix,(1)-

2) we: For j # 1 tom — 1, w; = 0; and wy, = 1. In this case, we have L; w_ =
Prod;(m) = H;”zl Dij-

3) wn:For j = 1tom, w; = (1/m). In this case, we have L; o, = (1/m) > 7", Prodi(j) =

(1/m) 327 (s Pia(v)-
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For the given function f(z) = 2% (p = (1 — a)/a), the soft likelihood function
is denoted as follows

m o, : i
w Iy =ty
Lia=) <(E) = = () ) kli[lpm-(k) (14)

j=1

where 0 < o < 1. Normally, o takes 0.1, 0.2, ..., 1. Different values of « indicate
different preferences of decision makers. The larger the «, the more optimistic it
is.

2.4 Decision Making Trial and Evaluation Laboratory method

The DEMATEL method, was proposed by scholars A. Gabus and E. Fontela of
the Battelle Laboratory in the United States in 1974, to understand complex and
difficult problems in the real world [47]. It is a systematic analysis method using
graph theory and matrix tools. Since its inception, this method has been widely
concerned by many scholars, because it can make full use of the knowledge and
experience of experts to deal with complex social problems with uncertain system
elements, especially for those systems with uncertain element relationships. Up
to now, it has been widely used in many fields, such as social economy [48,49],
management science [50], information fusion [51,52], decision making, etc.
Here, this DEMATEL implementation step is briefly introduced as follows.

Step 1: Starting from the research purpose, determine the research indicators or el-
ements. Quantify the interrelationship between the elements to get a direct
impact matrix.

Step 2: By normalizing the original relation matrix, and obtaining the norm directly
affecting the matrix.

Step 3: From the normalization direct impact matrix, a comprehensive impact matrix
is calculated.

Step 4: According to the comprehensive impact matrix, four factors are calculated.

Step 5: Plot and explain the degree of centrality and causation derived from the calcu-
lation. Further treatment is carried out according to the actual situation, such
as removal of non-core elements, which is used in conjunction with systematic
methods such as interpretation of structural model.

3 Proposed technology
3.1 Detailed motivations and ideas

In the real world, decision-making conditions for DMs are often complex. Under
certain conditions, the results of experts’ decisions are limited by objective or
subjective factors such as external conditions, physical conditions, professionalism,
etc. Therefore, DMs do not always make adequately correct decisions under any
conditions. In this subsection, a novel soft likelihood function based on DEMATEL
method is proposed. Based on this, a novel expert decision system for criminal
cases is constructed.
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In the proposed method, the decision preference parameter o surmounts the
above-mentioned problems very well. When DMs adopt positive attitudinal char-
acteristics, it indicates that the DM is more confident in his (or her) professional
level or is in good physical condition. That is to say, it is often possible to make
relatively correct decisions in this transition. On the contrary, when pessimistic
attitude characteristics are adopted, it indicates that the DM may not be in good
physical condition or do not know much about the object of the final decision.

The mechanisms by which the methods in this paper form the effects mentioned
above are as follows. In the design of the soft likelihood function, the evidence is
first ranked according to the importance of the evidence through the relevance of
the evidence. The larger « indicates that the more important evidence is given
priority consideration by DMs. In this case, the results made by DMs are often
correct. Conversely, the smaller « is, the less important evidence is considered by
DMs. At this time, the DMs may make a decision error or misjudge. When DMs
adopt neutral decision preferences, all evidence is equally important.

3.2 The theoretical model

The method is clearly illustrated through following steps.

Step 1: Determine the evidence set £ = {e; | i =1,2,--- ,n}.

Step 2: Construct the evidence impact matrix (EAM). The interrelationship
between the collected evidence is determined by the case analysis expert. Then,
the case analysis expert determines the magnitude of this impact through scor-
ing. In the scoring process, because events are vague, it doesn’t make sense to
use accurate measurements. Of course, there are many fuzzy set-based methods
to characterize expert multi-granularity fuzzy uncertainty information. Here, we
adopt a straightforward rank-based term set as an example. The commonly used
method has a 5-level scale, that is, a method of taking 0 — 4 to measure, such as:
{none, small, normal,large, very large} or {none, veryweak, normal, strong, very strong},
etc. Assuming a total of n evidences are collected, one EAM is given as

O a’12 .. alj PEEEEY al’I’L
EAM = | a1 ai2 -+ Qij -+ Qin (15)
anl an2 ... anj DY O

where the evidence itself does not need to be compared, that is, the values on
the diagonal of the matrix are usually denoted by 0. In this matrix, element a;;
denotes the direct influence of evidence a; on evidence a;.

Step 3: Normalize the evidence association matrix. In the following formula,
the right-hand side is used to calculate the sum of each row in FAM. Next, the
maximum value is taken from these values using the max(-) function.

Mazval = max(z aij) (16)
j=1
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Then, this normalized EAM is defined as

(2%
N =[—2 _ 17
[Marwa,l]nxn (17)
inwhichl <i<nand1<j<n.
Step 4: Obtain the comprehensive evidence association matrix (CEAM).
Based on this normalized FAM, i.e., the N, the CEAM = [t;j]lnxn is defined
as

CEAM = (N + N4+ N°®+...4+ N*) = > " N* (18)
k=1

(;
CEAM = N(I - N)™! (19)

Where N x N means the indirect relationship of increase, which includes both
the amount of increase between values that are not zero in the EAM, as well
as the value of zero that becomes non-zero through the transfer of influence be-
tween elements. The I denotes as the identity matrix, and ¢;; is denoted as the
comprehensive degree in the CEAM to which the evidence i affects the evidence
j.

Step 5: Calculate the degree of influence D; and the degree of being influenced
C;. The D; is the sum of the values of each line of the CEAM , which represents
the comprehensive influence value of the corresponding evidence of each line on
all other evidences. The set consisting of all D is denoted as D.

D:{D17D27"' ?Dn} (20)

in which .
Di=> tij, i=1,2,,n (21)

j=1

The C; is the sum of the values of each column of the CEAM, which indicates
that the corresponding evidence of each column is affected by the comprehensive
influence of all other evidences. And the set consisting of all D is denoted as C.

C={C1,C2,---,Cn} (22)

in which N
Cizztij7j:1,27"',n (23)

j=1

Step 6: Compute the degree of centrality and the degree of causation. The
degree of centrality of evidence i obtained by adding the influence degree and the
affected degree, which is denoted as M;. The degree of centrality indicates how
important the evidence is.

The D; of the evidence i is subtracted from the C; to obtain the degree of causation
of the evidence, which is denoted as R;.

Ri:Difci,’L':LQ,--',n (25)
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If the degree of causation is greater than 0, it indicates that the evidence has a
great influence on other factors, which is called the causal factor. On the contrary,
it is called the result factor.

Step 7: Plot the Cartesian coordinate of the degree of centrality - the de-
gree of causation. In the Cartesian coordinate, from left to right, it shows that
the evidence is more and more important; from bottom to top, it show that the
evidence is more relevant to other evidence. In this paper, ranking is based on the
importance of the evidence, that is, the order from left to right in the Cartesian
coordinate. We believe that the more important the evidence is in the decision-
making process, the more this evidence should be given priority. The evidences is
sorted in descending order using the index function 4.

Step 8: Calculate the soft likelihood function. Before that, we need to get the
value of the likelihood function of the compatible evidence. Based on the ranking
result of index function § in Step 7, the following formula is used to calculate the
likelihood function value of evidences.

J
Prody(j) = [ pis.cr) (26)
k=1

where p;s, (k) is the kth maximum compatible probability and Prod;(j) is the
product of the j largest probabilities.

Combining the weights of OWA operators, the soft likelihood function can be
expressed as

S = Z wjProd;(j) (27)
=1

Finally, according to Eq. (10), a soft likelihood function based the DEMATEL
method is designed as

n J
j=1 k=1
in which
j\l=a
£5,= (@)
st.4 £y, = ()% (29)

« [e3 — .
£5n — L5 10 = wj

where, a € [0, 1], it usually takes the value of 0.1, 0.2, ..., 1. A larger « indicates
that the decision maker in a criminal case is more optimistic about the suspect z;.

3.3 Building expert decision-making systems

A decision model diagram of the proposed method is shown in Fig. 2. First, some
evidence at the scene of the crime is collected by professionals. Then, through
identification and recognition, forensic experts give the degree of support each
piece of evidence has for the suspect. Next, a comprehensive evidence correlation
matrix is obtained by the case analysis expert by analyzing and evaluating the
facts of the case. Through computing some necessary calculations, a result based
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on the centrality of the evidence and the degree of cause is obtained. Finally, by
integrating the attitudinal characteristics, i.e., preferences, of the decision makers,
the final decision result of the case for a particular suspect is available.

2.8 0

2)

~

1 » vant
‘.‘ ‘.‘ n’n-’n’n Body of evidence “
Case analysis K
— - J 11

I o
Score — . Forensic experts

Comprehensive evidence
K association matrix /
Comprehensive
results PY&f&YEM&S
— L)
' ‘ a
Decision maker

Final decision results

Fig. 2: An expert decision-making system for criminal cases based on the
proposed method

Me -

4 Application in criminal forensic medicine cases

In this section, the superiority of this method is further illustrated by its applica-
tion in criminal forensic cases. Some correlative terms and fundamental data used
in this section are taken from [33].

4.1 Problem description

At the crime scene, forensic inspectors work with investigators to investigate the
place where the case occurred, and obtain five trace evidences left by the criminal
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through technical means, namely evidence A, B, C', D and E. Through the analysis
of medical experts, the probability of each kind of evidence identifying the criminal
suspect z; is respectively

E = {pzl = 0-57pi2 = 17pi3 = 0.3,p1‘4 = 0,87pi5 = 07}

It is important to note that case analysis experts point out that the five types of
evidence collected are not completely independent of each other. There is a certain
correlation between them. The correlation between the evidence is expressed as
Table 1.

Table 1: The assessment results of case analysis experts

Body of evidence A B C D E

A - * - $ok * ok ok
B - - * k% - -

C - - - - *

D - - * - * %k %
E - - - - -

I The experts used a 5-level assessment guideline, i.e., a scale of 0-4. Where
”-” indicates that there is no impact between bodies of evidence. The count
of ”%” indicates the level of influence. That is, the higher the number of ”%”,
the greater the interaction effect between the bodies of evidence.

4.2 Implementation of the proposed solution

According to the background of the case, the identification of the criminal suspect
x; has become complicated due to the correlation between the evidence. It can be
seen that modeling based on the correlation or impact of evidence to extract key
evidence information becomes even more important. The steps of the proposed
method are shown below.

Step 1: Determine the evidence set. Through the analysis of the case, the evidence set
we obtained is as follows: £ = {A, B,C, D, E}.
Step 2: Construct the evidence association matrix (EAM). According to the descrip-
tion of the case analysis experts, we use a 5-level scale, that is, a 0—4 method to
measure the correlation between the evidence, where {none = 0, small = 1, normal = 2,large = 3,very large = 4}.
Based on semantics and scale, the EAM constructed is

01024
00300
EAM =100001
00103
00000
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Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Normalize the evidence association matrix. Using Eq. (16), we can get M axval
maz(7,3,1,4,0) = 7. Then, through Eq. (17), the normalized FAM is

00.1429 0 0.2857 0.5714
0 0 04286 O 0

N=1|0 O 0 0 0.1429
0 0 01429 0 0.4286
0 0 0 0 0

Obtain the comprehensive evidence association matrix (CEAM). By Eq. (19),
the CEAM obtained is denoted as

00.1429 0.1021 0.2857 0.7084

0 0 04286 0 0.0612

CEAM = |0 O 0 0 0.1429
0 0 01429 0 0.4490
0 O 0 0 0

Calculate the degree of influence D; and the degree of being influenced Cj.
Using Eq. (21) and Eq. (23), the calculation results of the D; and C; of the
evidences are shown in Table 2.

Table 2: The degree of influence and the degree of being influenced

Ttem Body of evidence

A B C D E
The degree of influence (D;) 1.2391 0.4898 0.1429 0.5919 0
The degree of being influenced (C;) | 0 0.1429 0.6736 0.2857 1.3616

Compute the degree of centrality and the degree of causation. By Egs. (24)-
(25), the calculation results of the degree of centrality and the degree of cau-
sation of the evidences are shown in Table 3.

Table 3: The degree of centrality and the degree of causation

Ttem Body of evidence

A B C D E
The degree of centrality (M;) | 1.2391 0.6327 0.8165  0.8776 1.3616
The degree of causation (R;) | 1.2391 0.3469 -0.5307 0.3062 -1.3616

Plot the Cartesian coordinate of the degree of centrality - the degree of causa-
tion. According to M; and R; in Table 3 in Step 6, the Cartesian coordinate
are shown in Fig. 3.

Recalling the previous discussion, we know that, in the Cartesian coordi-
nate, from left to right, this evidence is more important than other evidence.
Therefore, using index function §, we can get that the sort result is: §;(1) =
5,0:(2) = 1,6:(3) = 4,6:;(4) = 3,6:;(5) = 2. Further, the ranking results of the
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Step 8:

Evidence A

o
o
T

Evidence B
vence Evidence D

The degree of causation
o
:

I

2
T
e

Evidence C

Evidence E

Il Il Il Il Il Il
0.6 0.7 08 0.9 1 11 12 13 14
The degree of centrality

Fig. 3: The Cartesian coordinate of the degrees of centrality and causation

probability of the body of evidence can be obtained as p;s5,1) = pis = 0.7,
Disy(2) = Pi1 = 0.5, pis,3) = pia = 0.8, pis,4) = pi3 = 0.3, pis,(5) = piz = 1.
Compute the soft likelihood function. Using Eq. (26), the calculation results
of the soft likelihood function are derived. Next, with Egs. (27)-(28), we calcu-
late the soft likelihood function under three specific preferences, i.e., a = 0.1
(the negative attitude), & = 0.5 (the neutral attitude), o = 0.9 (the positive
attitude). The obtained results are 0.0860, 0.2996, 0.6251, respectively. In ad-
dition, for other preferences, i.e., « = 0.2, « = 0.3, a = 0.4, @« = 0.6, a = 0.7,
a = 0.8, the calculation results of the soft likelihood function are shown in
Table 4.
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4.3 Analysis and discussion

Obviously, from the results in the above tables, we can see that when DMs adopt
different preferences for the same set of evidence obtained, the soft likelihood
function calculated using the proposed method shows significant changes. More
specifically, when the DM adopts the most positive preference (o = 0.9), he (or
she) is more inclined to the identification result of the evidence E on the suspect z;.
When the DM adopts the most negative preference (v = 0.1), he (or she) is more
inclined to the identification result of the suspect x; by evidence B. When the DM
adopts neutral preferences (o = 0.5), that is, all evidence is equally important, then
the soft likelihood function takes the middle value between positive and negative
preferences are adopted.

In general, when the DM’s decision preferences are more positive, it indicates
that the DM can make the right decision. In this case, the higher the probability
that the suspect z; is considered to be a criminal, that is, the higher the value of
the soft likelihood function. When the DM’s decision preference is more negative,
it indicates that the DM is disturbed by other factors, and the decision result may
be wrong. In this case, it is likely to cause misjudgment. Therefore, we should
reduce the probability that this DM refers to the suspect z;, that is, the lower the
value of the soft likelihood function.

5 Comparison and analysis

This section will compare and discuss with the existing methods to explain the ra-
tionality of the method. Through sensitivity analysis, the reliability of the proposed
method is shown. In addition, the superiority of the method is further emphasized.

5.1 Rationality analysis

Reviewing the literature, the existing research on soft likelihood function can be
divided into two categories. The first category is to extend the soft likelihood
function proposed by Yager et al. to other application areas. Such scholars include
Jiang et al. [34], Fei et al. [37,36,53,39], Li et al. [54], and some of the author’s
work [42,41,40]. The second category is inspired by Yager et al.’s soft likelihood
function based on OWA operators [33], and develops a new soft likelihood function.
In this category, Song and Deng [43] proposed a new soft likelihood function based
on the POWA operators. Through theoretical analysis and experimental research,
the author in [44] found defects in the soft likelihood function proposed by Song
and Deng, and proposed an improved soft likelihood function. Therefore, in this
subsection, the rationality analysis of the proposed method is mainly compared
with the soft likelihood function proposed by Yager et al. [33], Song and Deng [43]
and the author in [44].

As introduced in subsection 2.3, the soft likelihood function proposed by Yager
et al. [33] is mainly to overcome the defect of conflicts when using the likelihood
function to fuse compatible evidence. From Eq. (12), the probabilities are sorted
by the index function A;(k), where p;y, k) represents the product of the k — th
largest compatible probability. In other words, the idea of soft likelihood function
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proposed by Yager et al. can be summarized as: when the decision preference is
more positive, the more probable the evidence is. At this time, this evidence is
more important, so it has higher priority than other evidence; on the contrary,
the more pessimistic the decision preference is, the more probable the evidence
is. At this time, this evidence is just as important, so it has higher priority than
other evidence; in particular, when decision makers adopt a neutral preference, all
evidence is equally important at this time. The soft likelihood function proposed
by Song and Deng [43] is based on the POWA operators [23]. Compared with the
soft likelihood function proposed by Yager et al. [33], The main advantages of the
Song and Deng’s method are recapitulated as follows. First, the POWA operators
is better than the OWA operators takes into account the probabilistic information
of the evidence. The weight of POWA in this method is based on probability, which
can be seen from the support function. Second, the soft likelihood function is more
gentle than the soft likelihood function of Yager et al. This is because the likelihood
function takes the form of an arithmetic square root. However, through theoretical
analysis and experimental research, the author [44] found shortcomings of the soft
likelihood function proposed by Song and Deng. On the one hand, although the
POWA operators considers the probability information, it does not reflect the
weight of the OWA operators. On the other hand, the proposed method does not
reflect the preferences of decision makers well. To overcome the above problems,
an improved soft likelihood function is proposed. Through comprehensive analysis,
we can know that although the weights assigned to the likelihood function are
different, the method of Yager et al. [33] uses the weight of the OWA operators,
and the method of Song and Deng [43] and the author [44] use the weight of the
POWA operators. However, in essence, the idea of the soft likelihood function by
Song and Deng is consistent with the soft likelihood function proposed by Yager et
al. This is because the ranking of the likelihood function is based on the maximum
compatible probability.

It should be emphasized that, in this paper, we consider the fact that the evi-
dence is not always independent of each other in practical applications, expanding
the scope of application of soft likelihood function. The DEMATEL method, is
used to model the uncertain information to obtain more important evidence in-
formation. And the index function is used to sort according to the importance
of the evidence. That is, the ranking of the probability of evidence in the pro-
posed method is based on the importance of the evidence. The idea of the pro-
posed method can be summarized as: the more positive the decision preferences,
the more important the evidence is. Moreover, the more important evidence has
higher priority. On the contrary, the more pessimistic the decision preference, the
more inclined to the less important evidence. At this time, the less important evi-
dence has higher priority. In particular, when the decision maker adopts a neutral
preference, all evidence is equally important at this time.

5.2 Sensitivity analysis

In this subsection, a sensitivity test is performed to demonstrate the reliability of
the proposed method.

Assume at the scene of the crime, seven trace evidences were collected and seven
forensic experts were invited to evaluate the evidence. Case analysis experts have
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shown that there is some correlation between these evidences, but it is impossible
to know which specific evidence will have a crucial impact on the outcome of the
case. The information provided by all the above experts is needed to obtain the
probability of the suspect’s crime. The decision results of the seven experts on
each trace of evidence are as follows:

E, ={pi1 =0.2,pi2 = 1, pi3 = 0.9, pia = 0.7, pi5 = 0.6, pis = 0.5, p;7 = 0.8}

where p;; represents the probability that the jth forensic expert supports the
suspect xz;crime.

And then, we use the proposed method to model the evidence information and
obtain the ranking of the importance of the evidence. The total number of possible
evidence ranking results is 7 x 6 x 5! = 5040. In this test, we randomly obtain 6
possible evidence information ranking results from these 5040 evidence ranking
results. The details are shown below.

— Case one: pig > pi3 > Pi2 > Pi1 > Pi7 > Pi5 > Di4;
— Case two: piz = pi7 > Pi1 > Di6 = Did > Di5s = Pi3;
— Case three: pia > pic > Pi2 > Pis > Pi7 > Pi3 > Pil;
— Case four: pis > pi7 > Die > Pi1 > Pi3 > Pid > Di2;
— Case five: pi7 > pi1 > Pis > Pia > Pi3 > Pi2 > Di6;
— Case six: pi3 > pia > Di6 > Pi1 > Pis > Di7 > Di2;

in which, pip > piq indicates that evidence p is more important than evidence gq.

Next, we choose six decision preferences, which are @« = 0.1, « = 0.3, a = 0.4,
a = 0.6, a = 0.7 and o = 0.9, respectively. Finally, in each case, the calculation
results of the soft likelihood function with the six different preferences are shown
in Fig. 4.

Obviously, the changes of the soft likelihood function are different under the
six different decision preferences, which is caused by the different importance of
the evidence in each case. On the whole, when the decision maker’s decision prefer-
ences are more positive, the degree of support for the suspect’s x; crime is higher.
According to the analysis in [44], we know that this is in line with reality. Clearly,
it can be seen from the above tests that the proposed method can reasonably
represent the decision results of decision makers under different preferences in any
evidence sequence of any set of evidence sets. Therefore, the proposed method has
strong robustness and reliability.

5.3 Superiority of the proposed method

When the correlation between the obtained evidence is not considered, the fusion
result of compatible evidence is completely based on the size of the probability.
However, in real-world applications, the evidence is not completely independent.
At this point, how to model uncertain information is critical. In this paper, a novel
soft likelihood function based on DEMATEL is proposed, which provides a new
idea for the modeling of associated evidence information.

In the application of criminal forensic cases, the evidence collected is relevant.
If multiple evidence information is extracted according to the method proposed by
Yager et al. [33], Song and Deng [43] and the author in [44], this will obviously lose
some important information, that is, the correlation characteristics between the
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Fig. 4: Soft likelihood function under different preferences in cases one to six

evidence. At this time, how to comprehensively consider the opinions of forensic
experts and case analysis experts and deal with uncertain information based on
the general opinions is very important. As a result, in the context of criminal cases,
the qualitative analysis of the pros and cons of different models is shown in Table
5.

Table 5: Comparison of the functions of different models

Method The relevance between evidence[The importance of evidence
Yager et al. [33] X X
Song and Deng [43] X X
The author in [44] X X
Proposed method in this paper| v v
11In the table, ” v"” indicates that the method has the function and " X” indicates that it
does not.

In the proposed method, DEMATEL method is used to comprehensively con-
sider the opinions of all experts to obtain the ranking of important information.
In the end, the fusion of evidence adjusts the priority of evidence according to the
preferences of decision makers. This provides an innovative solution for decision
makers’ judgment of criminal suspects. Subsequently, we consider an application
example to explain the effectiveness of the proposed method. In this application,
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modeling is based on the potential correlations between evidence pointed out by
case analysis experts. However, more broadly, in real-world applications, this as-
sociation can be given more meaning, such as influence, judgment, recognition,
and so on. There are many practical problems that can be solved by the proposed
methods, such as the assessment of job satisfaction, the results of funny lesson
scheduling programs, etc. Finally, in a nutshell, the proposed method is superior
in solving this type of problem.

6 Conclusion

Likelihood function are one of the important tools for processing certain informa-
tion. However, since the original soft likelihood function was too strict, Yager et
al. developed a soft likelihood function. Because soft likelihood function is more
flexible in dealing with uncertain information, it has been successfully applied in
many fields.

However, by reviewing existing research, we find that the fusion results of soft
likelihood function are all in the case where the evidence is independent of each
other. However, in the real world, it is more common for evidence to be related.
Therefore, the modeling of related evidence information is very important. In this
paper, inspired by the DEMATEL method, a novel soft likelihood function is pro-
posed. First, the comprehensive information correlation matrix is considered by
DEMATEL to form a comprehensive evidence correlation matrix, so as to ob-
tain the importance ranking of evidence. Then, based on the OWA operators, the
preference characteristics of decision makers are considered. Finally, the informa-
tion fusion result is obtained through the distribution of weights. The idea of the
proposed method can be summarized as: the modeling of uncertain information is
based on the importance of evidence. That is, in the decision-making process, when
a decision maker adopts a positive preference, the more important information has
the higher priority. Conversely, when policymakers adopt pessimistic preferences,
less important information has higher priority. All evidence is equally important if
policymakers adopt neutral preferences. The application in criminal forensic cases
illustrates the effectiveness of the proposed method. The comparison and analysis
show the superiority of the proposed method.

In further work, we intend to further study the properties of the proposed soft
likelihood function. In addition, we hope to extend the proposed method to suit
more applications.
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