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Abstract

This paper proposes how to detect malicious network data effectively by the
combination of sparse-response deep belief network and support vector machine.The
Sparse-response Deep belief networks (SR-DBN) is an efficient non-supervised
leaning machine for learning feature representation of the data without redundancy
and the Support Vector Machine is designed to develop a classifier, which has high
generalization ability in the feature space, in a supervised manner. In this paper, the
feature representation of anomalous payload is performed by Sparse-response Deep
belief Networks(SR-DBN), while the classification of normal or abnormal payload is
performed by Support Vector Machine.
Simulations and experiments show that the proposed abnormal network-detecting
system is higher detection rate than the multi-layer perceptron which has stacked
auto-encoder.
keywords-Network Intrusion Detection System(NIDS), Artificial Neural
Network(ANN) , Deep Learning(DL), Sparse-response Deep Belief Network

(SR-DBN)

I. INTRODUCTION

As more people use the Internet for personal or business reasons, different
cyber-attacks and intrusions are ever-growing. IDS is one of the most essential
consideration of cyber-security. IDS is utilized to recognize successful violations even
after they have happened [1].

In [2], Alex Shenfield et al, proposed an offline approach for detecting shellcode
patterns within a various file data using artificial neural networks.
V. Kanimozhi and his co-authors stated that their proposed system using ANN can
be applied to conventional network traffic analysis, cyber-physical system traffic
analysis and can also be applied to the real-time network traffic data analysis[3].

[18] proposed a multi-layer perceptron pretrained by stacked auto-encoders for
efficient detection.



In this paper we propose a method to detect anomalous payload by combination of
SR-DBN and Support vector machine on the network traffic.

The results show that this classification approach is capable of detecting
anomalous payload with extremely high accuracy.

The rest of this paper is organized as follows: In section II, a background of intrusion
detection systems, SR-DBN and Support vector machine is provided, and in section
III, the problem domain and proposed method are described and de the experimental
results are illustrated. In section IV, the contribution and future work of the paper.

II. BACKGROUND AND PREVIOUS WORK

A. Intrusion Detection Systems
The term intrusion detection system was first used by James Anderson [4] in the late
70s and early 80s. He introduced the concept of misuse detection and predefined
events and provided the basic for future IDS design and development. An IDS is
software or hardware designed to detect any malicious activity or attack against the
system or network. An IDS collects data from different sources within a computer or
a network such as system command, system log, system accounting, security log and
network log. Then, it analyzes them to identify possible security violation, and
finally, it issues an alert to the system administrator to deal with the intrusion.
Swathi Pai M, Ashoor et al. [5, 6] summarized IDS Functions as: monitoring and
analyzing both the user and system activities, analyzing system configurations and
vulnerabilities, evaluating the system and file integrity, recognizing patterns of typical
attacks, analyzing of abnormal activity patterns and tracking user policy violations.
There are two main types of IDS: Network-based IDS and Host-based IDS [7].

NIDS is placed along a network to monitor all network traffic [7].

HIDS placed on a host to scan and monitor the all host processes or devices on the
network [7].

IDS can be further categorised into signature and anomaly based systems.

. Signature-based systems store attack pattern data in signature database to compare

the intruded data and judge when they are identical each other. The advantage is that
it has a high efficiency of detecting attacks listed in pattern database, while
disadvantage is that it’s difficult to cope with unknown attacks or well-modified
known attacks. Moreover, it needs an expert to keep updating attack database.

Unlike signature-based systems, the above ones, on the basis of taking statistical
feature for normal behavior into account, consider any feature to be anomalous
once it is different from normal behavior. Its advantage is that it is capable of
detecting unknown attacks. However, it is difficult to get statistical feature on normal
behavior and it has a high percentage of false positive alert. To be worse, it fails to
give an alert on anomalous thing.



B. Artificial Neural Networks

Artificial Neural Network(ANN) is a very powerful tool to deal with signal
processing, computer vision and other classification and regression problems[8].

ANN inspired by the biological neural network of human brain, is based on a set of
algorithms to extract high-level abstract features from input data by multiple
processing layers and it has the ability to automatically infer rules for expected
results[9-14].

Deep Neural Network(DNN) which has so many complex neurons and layers
endowed the function of feature extractor that can express the human’s recognition
diagnosis efficiently in its model, is relatively a very complicated ANN[13,14].

DNN is large set of algorithms which has the function of extracting feature for
recognition automatically and its architecture is different according to applying
object[15].

The Sparse-response deep belief networks is developed on the basis of rate distortion
theory, which encodes the original data with as few bits as possible.

Assuming that
nRV is input data,

mRZ is its representation or code of the V,

h is the hidden variables of belief network,  v1h P is activation probability of h,

the K-L distribution between the data probability distribution and
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The training of SR-DBN is based on greedy layer-by-layer manner.
The Support vector machine constructs a hyper-plane of high generalization ability
in the feature space and its formalization is as follows.
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, where
i
y is classification label and  xg is nonlinear vector mapping by the

kernel function.

III. Anomalous payload detection in complex network traffic



A. Problem Domain
In general, attack patterns(for example, Buffer Overflow, SQL Injection) attackers
appear is one of packet data division on computer network.

Though this pattern for the above attacks is well-known, well-modified pattern is
able to get round intrusion detection system so that attackers can avoid to be easily
detected.

For example, due to low level of code, small size and well-modified attacking
approaches when detecting shellcode in complex network traffic, network-based
intrusion detection face with many types of challenges.

This causes signature-based detection to generate false positive alert.

Therefore, developing and researching how to detect intrusion in an intellectual way
is one of the main trends.

This paper, to this end, describes a method to identify anomalous packet by means of
low rate of false alert on network by the combination of SR-DBN and Support Vector
Machine.

B. Proposed method
In this paper, a new methodology, in which the feature representation is performed by
SR-DBN and the classification based on features is done by Support Vector machine,
is proposed as shown in Figure 1.

Figure 1. Detection by SR-DBN+SVM
Firstly, the SR-DBN is trained to learn feature representation of normal and
abnormal packet data. And then, the feature vector of the packet is constructed based
on the hidden outputs of SR-DBN followed by the construction of support vector
machine for judging normal or abnormal and the final detection of it.
The detail is as follows:
Step 1: Collect the data corresponding to normal or attack packets and divide it into
training and test dataset.
Step 2: Define the maximum byte size N of the traffic, for the lack of length of data
division is padded by zero padding in order to fix the size of the data.
Step 3: Construct a SR-DBN with K layers and m neurons in each layer.



Determine the normalization parameter  and learning rate  for training of the

network.

Figure 2. The construction of SR-DBN
Step 4: Train the first SR-RBM shown in Figure 3 by inputting every byte of the
traffic into one of the visual units of SR-DBN.

Figure 3. First SR-RBM
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)( 10 pjipjiijij
hvhvww  

)( 10 pipiii
vvcc  

)( 10 pipiii
hhbb  

, where
1p


is calculated from the data reconstructed after a period of

Gibbs Sampling.
Step 4-3: Update normalization parameters.
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Step 4-4: Repeat Step 4-2 and 4-3 until convergence.

Step 5: Calculate the hidden layer responses on the training samples while fixing

trained parameters of the first SR-RBM and use them as the visual input data of the

second SR-RBM shown in Figure 4.



Figure 4. Second SR-RBM
Step 6: Get parameters of second SR-RBM through Step 4.
Step 7: Repeat Step 5 and Step 6 on all K layers.
Step 8: Prepare the training dataset again with the output vectors of the hidden layer
on every training samples while fixing all the trained parameters.

Step 9: For every training samples, allocate them labels 1,1
i
y respectively

according to whether it is abnormal or not.
Step 10: Determine the kernel function of SVM and parameter C and calculate the
solution of the following optimization problem.
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Step 11: Evaluate the network on the test dataset.

The classification function on the feature representation of the unknown packet

through the trained SR-DBN is as follows:
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, where S -index set of support vectors
U -index set of unbounded support vectors

U
-the number of elements of set.

For any unknown sample x , if 0)( xf it is normal and if 0)( xf , is classi

fied as abnormal.

C. Evaluation
For experiment, collected byte data of data division of traffic are input into the input
layer of SR-RBM.

Data for training and test of SR-DBN are collected by network traffic for 5 days.

The results are shown in Table 1, where the maximum size of each sample is 1600
bytes.



Table 1. Description of dataset

Day & property Contents

Monday／1.4G Normal Traffic

Tuesday／1.1G Attack Traffic + Normal Traffic

Wednesday／ 1.3G Attack Traffic + Normal Traffic

Thursday／1.3G Attack Traffic + Normal Traffic

Friday／1.15G Attack Traffic + Normal Traffic

Anomalous data comes from Kali and Acunetix Web Vulnerability Scanner.

Lack of the length of data division is padded by zero padding, which is input into
SR-RBM as a type of input data.

In the experiment XEON E3 1210 v6 is used and the size of its hard disk is RAID 5,
4 TB.

To generate 10000 training and 5000 test samples , we applied the k-means
algorithm on data in table 1 for k = 15000 per class.

Therefore, the dataset contains 20000 training and 10000 test samples. The proposed
method is compared with the multi-layer perceptron with stacked auto-encoder as in
[18]. Two methods are compared in terms of error rate on training and test samples
respectively.

The number of units in the input and hidden layer is 1600 and 160 respectively for
both stacked auto-encoder and sparse response deep belief network.

For the training of RBM, the learning rate was set to 0.001, and the size of
mini-batch was set to 100.

The error rate results of the proposed methods with one hidden layer and various
normalization parameters are shown in table 2.

Table 2. The error rate with various 

 Training error rate Test error rate

0.01 0.01 6.12
0.02 0.04 5.12
0.03 0.02 5.31
0.04 0.03 2.22
0.05 0.04 3.32
0.06 0.01 1.44
0.07 0.02 5.31
0.08 0.03 1.98
0.09 0.03 3.32

Then, the performance of the proposed method with various number of hidden layers
and the one based on stacked auto-encoder are shown in Table 3, respectively.



As shown in Table 3, the proposed method is efficient and in particular, when the
number of hidden layers is 3, its detection rate is extremely high.

4. Conclusion and future work

Intellectual intrusion detecting system mentioned in this thesis improved the
detection capability of anomalous intrusion by combination of SR-DBN and SVM to
judge normal or anomalous traffic in network traffic.

For SR-DBN of various structures, the training and test was performed for the data

shown in Table 1, and the result was shown in Table 3 and this evaluates the

proposed method is highly efficient.

In this paper, the offline mannered method for classification of normal or abnormal

network traffic within data was proposed.

The proposed method is on introduction into online FPGA-based abnormality

detection within the network intrusion detection system.

The future work is to classify the abnormalities into various typical attack kinds

based on the classification of the abnormal traffic by deep learning.
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