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Mirzakhmet Syzdykov

mspmail598@gmail.com

Satbayev University, Almaty, Kazakhstan

ABSTRACT
We state that if there's an order in the target function for the set of variables, then P != NP according to
the dynamic programming which is the most optimal way of solving the combinatorial problems using
its recurrent function at each step of the algorithm.

INTRODUCTION
The problem was first stated by Stephen Cook, from that time on now we have no defined answer if
there's the possibility of finding the polynomial solution for NP-complete problems.
We assume that the growing speed of polynomial and non-polynomial functions is compared to each
other:

O(n')<0(2")<0(n!)<0(n") (1).

2

PROOF

Since there's no known algorithms whose polynomial speed is faster than the speed of growth of non-
polynomial functions like power-set or factorial, then it naturally follows that if P and NP are equal,
then speed of algorithm steps in P is equal or greater than number of steps required for the NP-
complete task:

O0x 282X—>P:NP
0x Ox ).
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The same applies to the factorial function and its equivalent value as function in form x”x.
As t is a free parameter then we see that:

t-xt_1<ln(2)-2x Q3).
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The inequality (3) is true for factorial also.
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Thus, from (2) and (3) it naturally follows that the P and NP classes are different as the speed of
growing non-polynomial function is much bigger than the same speed defined by derivative of
polynomial function in P.

The plot of P and NP functions along with their derivatives can be seen on Figure 1.
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Figure 1. Graphical plot of functions and derivatives

From all the above, it still doesn't follow that P != NP, however, for ordered set there's no optimal
solution in P as the fastest possible algorithm's complexity is O(n) for iterative methodology, as it's
presented at each step before inclusion at the stage set using dynamic programming, which is the most
optimal as it's defined by recurrence relation at each stage.

CONCLUSION
We have shown that classes P and NP are different over the fact of derivatives defining the speed of the
polynomial and non-polynomial functions respectively. It naturally follows that even for infinite order
of derivative comparison the speed of non-polynomial functions is still increasing while the speed of
polynomial function converges to absolute zero:
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If there exist the ordered set in target function like in Traveling Salesman Problem (TSP), then P != NP
according to the obvious statement that dynamic programming cannot cover all the space of possible
cases.

The Bellman function is defined as follows for the set of variables without any order:
Ui(t’ Si):argtopt[ U, (t_to,sifl)—i_Fi(tO)} . (5)
Since, there's no order in the target function Un, the (5) gives the polynomial solution to the problem.

However, when there's an order we cannot use the ordered set for optimization problem on tape
position ¢ on the Turing automaton and, thus, P != NP — this is the final proof of Millennium theorem.
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